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A general quantum field theory is considered in which the fields are assumed to be operator-valued 
tempered distributions. The system of fields may include any number of boson fields and fermion fields. A 
theorem which relates certain complex Lorentz transformations to the TCP transformation is stated and 
proved. With reference to this theorem, duality conditions are considered, and it is shown that such 
conditions hold under various physically reasonable assumptions about the fields. Extensions of the algebras 
of field operators are discussed with reference to the duality conditions. Local internal symmetries are 
discussed. and it is shown that these commute with the Poincare group and with the TCP transformation. 

I. INTRODUCTION 

In an earlier paper, 1 hereafter referred to as BW I, 
the authors have discussed the duality condition for a 
Hermitian scalar field. It is the purpose of the present 
paper to extend the results in BW I to a general field 
theory, within the framework described in the mono­
graphs by Streater and Wightman2 and by Jost. 3 We 
thus consider a theory in which there appears an arbi­
trary set of local and relatively local spinor and tensor 
fields. Each field has a finite number of components, 
and is assumed to be an operator-valued tempered dis­
tribution. In contrast to the situation in BW I we now 
have to consider fermion fields, and their characteris­
tic anticommutation relations, which necessitates an 
obvious modification in the definitions of the duality 
conditions. 

As we shall see, however, much of the reasoning in 
BW I applies in almost unchanged form to the issues in 
the present study. When this is the case we shall rely 
heavily on BW I, and not repeat arguments already given 
in that paper. The notation and terminology in BW I 
will be followed whenever applicable. We also refer to 
BW I for additional references to related work. 

In Sec. IT we review some aspects of the geometry 
of Minkowski space, and we also review some well­
known facts about the quantum mechanical Poincare 
group and its complex extension. In Sec. ITI we state 
our assumptions about the quantum fields, which are 
more or less standard. In these two sections we also 
explain the notation which we follow in the subsequent 
discussion. 

The locality condition for the quantum fields is ex­
pressed in terms of the familiar (normal) commutation 
and anticommutation relations. For our purposes it 
would be extremely cumbersome to have to consider 
commutation and anticommutation relations simultane­
ously, and we therefore find it advantageous to restate 
the locality conditions in terms of the vanishing of 
certain commutators. The simple device through which 
this can be achieved is explained in Lemma 1 with refer­
ence to the field operators, and more generally, in 
Theorem 2 in Sec. V. 

In Sec. IV we discuss the relationship between com-
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plex Lorentz transformations and the TCP transforma­
tion. The considerations are analogous to the considera­
tions in Secs. III and IV in BW I, except that we now 
deal with spinor and tensor fieldS rather than with a 
single scalar field as in BW I. The main result in this 
section is presented in Theorem 1; this theorem is 
analogous to Theorem 1 in BW I. The form of this the­
orem is hardly surpriSing, in view of the analogous re­
sult in BW I, and some readers might feel that it would 
have been enough just to state the theorem. We felt, 
however, that an outline of the reasoning was in order 
and that some of the cumbersome details should be 
presented explicitly in writing and not left entirely to 
the imagination of the reader. 

Sec. V in BW I was devoted to a discussion of some 
algebraic questions relating to Theorem 1. This dis­
cussion applies as such to the present study, and we do 
not repeat it here. 

In Sec. V of the present paper we discuss the duality 
condition for the wedge regions WR and WL, where WR 

={xlx 3 > Ix4 1}and WL ={xlx 3 <- Ix4 1}. This discussion 
is analogous to the discussion in Sec. VI in BW I. The 
issue is the following. We wish to find two von Neumann 
algebras A (W R) and A (W L) such that A (W R) can be re­
garded as locally associated with W R and A (W L) can be 
regarded as locally associated with WL • Furthermore, 
the association should be consistent with the well-known 
TCP symmetry of the quantum fields. These notions are 
defined precisely in Definition 2 in Sec. V. If there are 
no fermion fields, then one aspect of locality is that 
I1(WR ) is contained in the commutantA(l{TL)' ofA(WL), 
and the condition of duality is that A (WR ) =A(WL)'. In a 
theory in which fermion fields do occur these condi­
tions have to be modified in an obvious way. The condi­
tion of duality is now that A (W R) = (ZA (U'L)Z-l)" where 
Z is the unitary operator defined by Z = (/ + i Uo)/ (1 + i) in 
terms of the unitary operator Uo which represents a 
rotation by angle 21T about any axis. In this paper we 
employ the notation A (W L)q = (ZA (W L)Z-I)" and we call 
II (WL)q the quasicommutant of the algebra A (W L)' The 
modified conditions of locality and duality are thus 
stated in terms of the notion of a quasicommutant. We 
note here that the second iterated quasicommutant is 
equal to the second iterated commutant, and that the 
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quasicommutant is equal to the commutant whenever 
Uo = I, and hence Z = I. The reader who feels temporari­
ly bewildered by the appearance of the superscript q in 
Secs. V and VI might find it helpful to ignore, at first, 
the distinction between a quasicommutant and a com­
mutant, and hence to read the superscript q as the 
familiar von Neumann prime. This corresponds to the 
special case of no fermion fields. We feel that the 
modifications occasioned by the presence of fermion 
fields are really utterly trivial, although perhaps 
slightly distractive at first. 

In a quantum field theory the local von Neumann 
algebras must be appropriately related to the field 
operators. Let P (W R) denote the algebra of (in general 
unbounded) operators constructed from fields averaged 
with test functions with support in W R, and let peW L) 
be analogously defined. A natural relationship between 
A (W R) and peW R) is that the operators in the latter 
algebra shall have closed extensions affiliated to A (W R) 
with the analogous relationship between A (WL ) and ' 
P(WL ). We have not been able to show that von Neumann 
algebras A (W R) and A (W L) with the above properties do 
exist for a general field theory, i. e., without further 
assumptions about the fields which go beyond the usual 
minimal assumptions. Hence we consider some special 
conditions on the fields which guarantee the existence 
of algebras A (W R) and A (W L) with physically satisfac­
tory properties. Our conditions on the fields are not as 
such physically unreasonable, but it would clearly be 
desirable to settle the question of whether they are in 
fact necessary. The main results in Sec. V are present­
ed in Theorems 3 and 4. We note here that these re­
sults, in the special case of a single Hermitian scalar 
field, are considerably stronger than our results in 
BW I. 

In Sec. VI we discuss the construction of local von 
Neumann algebras associated with other regions than 
wedge regions in terms of algebras associated with WR 

and WL , and we show that the extended system of local 
algebras satisfy a condition of duality if the algebras 
A (W R) and A (W L) do. For reasons of simplicity we 
restrict our considerations to very special regions: 
double cones and their causal complements. Our re­
sults concerning the properties of the extended system 
of algebras in general are stated in Theorems 5 and 6. 
Theorem 7 describes the situation under specific 
assumptions about the fields. The discussion in Sec. VI 
is analogous to the discussion in Sec. VII in BW I, but 
the results in the present paper are considerably 
stronger than our earlier results. The paper concludes 
with Theorem 8, concerning local internal symmetries, 
in which we note that such symmetries commute with all 
Poincare transformations and with the TCP 
transformation. 

II. GEOMETRICAL PRELIMINARIES. ABOUT THE 
QUANTUM MECHANICAL POINCARE GROUP 

Minkowski space!l1 is parametrized by the customary 
Cartesian coordinates x = (x 1,X

2
,X

3
,X

4
). The Lorentz 

"metric" is so defined that x • y =X4y4 - x 1yl - x Zy2 - X3y 3. 
'Ihe elements A =A(M,y) of the proper Poincare group 
Lo are parametrized by a 4 x4 Lorentz matrix M, and a 
real 4-vector y, such that the image Ax of a point 
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x E!I1 under any A E £0 is given by Ax =A(M,y)x = Mx +y. 
The image of any subset R of!l1 under A is denoted AR. 

The group of all 4 x4 Lorentz matrices M, i. e., the 
group of all proper homogeneous Lorentz transforma­
tions, is denoted Lo. A rotation in Lo by angle Ii about 
the unit vector e is denoted R(e, Ii). We denote by 
V(e3, t) the velocity transformation (in Lo) in the 3-
direction given by 

Vie"~ I). ~ 1 'O~h(l) 'iL,~· (1) 

~ 0 sinh(t) COSh(~ 
We define a "right wedge" W R, and a "left wedge" 

WL , as the following open subsets of Minkowski space: 

wR ={xix3> ix4 i}, wL ={xix3<-ix4i}. (2) 

These two regions are bounded by two characteristic 
planes whose intersection is the 2-plane {x iX 3 =x4 = O}. 
We note that the one-parameter Abelian group of veloc­
ity transformations V(e3, t), t real, maps W R onto it­
self and W L onto itself. 

.We next. consider an.involutory mapping x - [)x of 
Mmkowskl space onto Itself, defined by 

yx = - R(e3' 1T)X, 

or (3) 

() (x1 x2 x 3 x 4) = (x1 x2 _ x 3 _ x 4) 
(/ , " ~,' , 

where R(e3, 1T) denotes the rotation by angle 1T about the 
3-axis. We see that y maps WR onto WL , and the map­
ping can be described as a reflection in the common 
"edge" {x i x 3 =x4 = O} of the pair of wedges W Rand W L' 

We note that V(e3, t), as given in (1), is all entire 
analytic function of t. It is easily seen that 

y = V(e3, i1T). (4) 

For any subset R of Minkowski space!l1 we define the 
causal complement RC of R by 

w = {x i (x - y) . (x - y) < 0, all y E R}. (5) 

We note that with this definition W'k = HiLand W1 = H'R' 
where the bar denotes the closure. Two open regions 
R1 and Rz such that R~ = R2 and R~ = R1 form a pair of 
causally complementary open regions. Among such 
pairs the pair W Rand W L is distinguished by the simple 
geometric relationships described above. Any pair of 
wedge- regions bounded by two nonparallel characteristic 
planes are distinguished in the same sense, and any such 
pair is in fact Poincare-equivalent to the pa!r (WR , WL ), 

1. e., of the form (A WR , AWL) for some A E Lo. We 
shall here define W as the set of all (open) wedge re­
gions bounded by two intersecting characteristic planes, 
i. e. , 

Although we shall at first be explicitly concerned with 
W R, it is clear that analogous considerations apply to 
any WEU!o 

(6) 

The regions W Rand W L have further distinguishing 
properties, which are of crucial importance for our 
discussion, namely the following. Let t=tr+iti' with t" 
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tl real. If x E: W R, then the complex 4-vector z (t) 
= V(es, t)x is an element of the forward imaginary tube in 
C4, i. e" Im(z (t)) E: V+, for all complex t in the open 
strip 0 < tl < rr, and z (t) is in the closure of the forward 
imaginary tube for all t in the closed strip 0'" tl '" rr. We 
here denote the forward lightcone with the origin as 
apex by V+; the backward lightcone is denoted V.' Simi­
larly, if XE WL , then z(t) is in the forward imaginary 
tube for all complex t in the strip - rr < tl < 0 and in the 
closed forward imaginary tube for all t in the closure of 
the above strip. These assertions are easily established 
through a simple computation. [See formula (45b) in 
BW L ] We note that the above facts were also of crucial 
importance in Jost's proof of the TCP theorem. 4 

For the reader's convenience we shall here review 
some well-known facts about the universal covering 
groups of the Lorentz and Poihcar~ groups, and about 
the complex extensien of the covering group of the 
Lorentz group. 5 

The universal covering group of L o, i. e., the group 
of all unimodular 2 x 2 complex matrices, is denoted? 
A specific two-to-one homomorphism of? onto Lo is 
given by 

g- M(g), Mrs (g) = tTr(gtargas), (7) 

where ai, a2, a3 are the usual Pauli matrices and where 
a 4 = I. The rotations and velocity transformations in f 
are denoted 

u(e, e) = exp{- ti ee· a), vee, t) = exp(tte. a), (8) 

and under the homomorphism (7) we thus have 

R(e, e) = M(u(e, e)), Vee, t) = M{v{e, t». (9) 

The group f can be regarded as the complex exten­
sion of the group SU(2) of all unitary matrices (rota­
tions) u E?, and every irreducible (unitary) represen­
tation u - DS(u) of SU(2) can be analytically extended to 
a representation g - DS(g) of 1, such that the matrix 
elements of DS(g) are homogeneous polynomials of de­
gree 2s in the matrix elements of g. The most general 
finite-dimensional irreducible representation of ? is of 
the form 

(10) 

where gr = (gt)"1. The mapping g - gr is an outer auto­
morphism of 1 which preserves every element in the 
subgroup SU(2). 

In view of the complex structure of ? it follows that 
the complex extension 1 c of 1 is the direct product of 
1 with itself, i. e., the group 1c= t X t of all ordered 
pairs (gj, g2) of elements in t with the law of composi­
tion (gf,g~)(g1' ,g2') = (gjg;' ,g5g2'). The group 1 can be 
identified with a particular "real subgroup" of 1 c 

through the one-one correspondence 

g-(g,g). (11) 

To the set of all finite-dimensional irreducible rep­
resentations g - DS

', s" (g) of? corresponds a particular 
family of finite-dimensional irreducible representations 
of 1 c' which can be regarded as the set of all finite­
dimensional irreducible analytic representations of? c' 

namely the representations 
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(12) 

With reference to the above definitions we define, 
for any complex number t, the complex velocity trans­
formation vc(es, t) in the 3-direction as the element 

v c(e3, t) = (exp(- tt(3), exp{ttas» (13a) 

of the group ?c' and it follows from (12) that 

D~"S"{vc(e3' t) = DS'(exp(- ttas)) CWs"(exp(tta3). (13b) 

The matrix-valued function of t in (13b) is an entire 
analytic function of the complex variable f, and hence 
the unique analytic extension of the matrix-valued func­
tion DS',s"(v(es, t)) of the real variable f. We note in 
particular that 

D~"sH(vc(e3' i7r) = (- 1)2S"DS', SH(u(e3' rr), 

D~,S"(vc(es, - irr) = (_1)2S'Ds',s"(u(e3, rr). 

(14a) 

(14b) 

The formula V{e3, irr) = - R{es, rr) is a special case of 
(14a) (with s' = s" = t), and with Mc denoting the analytic 
extension of the representation g - M(g) to the complex 
group 1c we have M c(vc(e3, t) = V{e3, t) for all complex t. 

- -
The universal covering group of Lo is denoted f. The 

elements A = A(g,X) are the ordered pairs conSisting of 
any g E 1 and any x E/n, with the law of composition 
A(g',X')A(g",X") =A(g'g", x' +M(g')x"). We define an 
explicit homomorphism A - A (A) by A (A(g,X) 
=A(M(g),x). 

The Hilbert space H of phYSical states is assumed to 
be separable. It is assumed to carry a strongly con­
tinuous unitary representation A - UtA) of the quantum 
mechanical Poincar~ group j. We write U(g,x) 
= U(A(g,X», and we also employ the special notation 
T(x) = U(I,x) for the translations. The translations have 
the common spectral resolution 

T{x)=U(I,x)=j exp(ix'P)Il(d4p), (15) 

and it is assumed that the support of the spectral m~a­
sure 11 is contained in the closed forward lightcone V+ 
(in momentum space). This assumption about the sup­
port of 11 will be referred to as the "spectral condition" 
in what follows. 

We assume the existence of a vacuum state, repre­
sented by the unit vector n, uniquely characterized by 
its invariance under all translations. The vacuum state 
then satisfies U(A)n=n for all AEj. It is well known 
that the spectral condition allows the extension of the 
representation of the translation subgroup to a unique 
representation z - T(z) of the ~emigroup of complex 
translations for which Im{z) E V., such that T(z) is a 
bounded and strongly continuous function of z in the 
closed forward imaginary tube, and a strongly analytic 
function of z in the open forward imaginary tube. 

The one-parameter group of velocity transformations 
in the 3-direction, as well as its analytic extension to 
the complex domain, will be of particular interest, and 
we shall therefore employ the shorter notation Vet) 
= U(v(e3, f), 0) for the representatives of these velocity 
transformations. More generally we shall write 

V(T) = exp(- iTK3) = j exp(- iTs)J..I.K(ds) (16) 

for any complex T. Here J..I. K is the spectral measure in 
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the simultaneous spectral resolution of the group of all 
V(t), t real, and K3 is the unique self-adjoint operator, 
with domain Dx , such that V(t) = exp(- ilK3). For a dis­
cussion of the domains of the normal operators V(,) we 
refer to Sec. IV in BW I. We denote (as in BW I) by D+ 

the domain on which V(i7T) is self-adjoint and by D. the 
domain on which V(- i7T) is self-adjoint. 

III. ASSUMPTIONS ABOUT THE QUANTUM FIELDS 
We denote by DCRn

) the set of all complex-valued 
infinitely differentiable functions of compact support on 
n-dimensional Euclidean space Rn , and we denote by 
5 (Rn) the space of test functions on R n in terms of which 
tempered distributions are defined. The space 5(Rn) is 
regarded as endowed with the particular topology ap­
propriate to the definition of tempered distributions. 6 

For an unbounded linear or antilinear operator X 
defined on a domain D we shall employ the unorthodox 
notation (X, D), as in BW I. The adjoint of (X, D) is 
denoted (X, D)* = (X*, D(X*», where D(X*) is the domain 
of the adjoint. This notation will not be employed for 
manifestly bounded operators, for which the domain is 
taken to be the entire Hilbert space H. 

We shall next state the basic assumptions about the 
quantum fields. It is not our aim here to state a set of 
minimal independent assumptions for a field theory, but 
rather to describe the situation which prevails in a 
standard field theory. 

(a) We assume the existence of a set of boson fields 
f3(b) (x), where b is an element in an index set IB , and a 
set of fermion fields 1> (f) (x), where f is an element in 
an index set IF' The index sets are regarded as dis­
joint, and it is assumed that at least one of these sets 
is nonempty; otherwise they are arbitrary. We thus 
admit as possible special cases the cases when either 
I B , or else IF is empty. Each field f3(bl(X) or 1> (fl(x) has 
a finite number of components, denoted f3~)(X), respec­
tively 1>~) (x), where jl is a suitable index distinguishing 
between the components. 

(b) We also consider the set of all components of all 
the fermion fields and all the boson fields. An element 
in this set is denoted rp" (x), where 11 is an element in an 
index set IT such that when 11 runs through IT each com­
ponent of each field is obtained once and once only. Each 
component rp" (x) is an operator-valued tempered distri­
bution in the following sense. To each f(x) E 5 (R4), and 
each 11 E IT, corresponds a closable linear operator 
(rpJfJ, D j ) on a dense domain D j (independent of f and 11) 
such that rp,,[J]D j cD j • The mappingj- (rp,,[J],D j ) is 
linear, and for any ~EDj the vector rp,,[JJ~ is a strong­
ly continuous function of f on S (R4). 

Furthermore, if a = (111,112, ••• ,Iln) is any ordered 
n-tuplet of indices from IT, then there corresponds to 
every f(x j, x2, ... ,xn) E S (R4n) a closable linear operator 
(rp{j;o},D j ) on D j such that rp{f;O}D j cD j • The mapping 
f - (rp{j;o}, D j ) is linear, and for any 1; E D j the vector 
rp{j;oH is a strongly continuous function of f on S (R4n). 
If f is of the particular form f(x 1> X2, ' •• ,x n) 
=fj(x j)fz(x2), "fn(xn), withfkES(R4) for k=l, ... ,n, 
then, on D j , 

rp{j;o}= rp"j[Jl1rp,,2[J2]'" rp"n[Jn]' (17) 
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This is consistent with the common notation for 
rp{f; a} in terms of the symbolic integral at right in 

rp{j; a} = (<0) d4 (x j )d4 (x2) ••. d4(xn) 

Xf(xj,xz,··. ,xn)rp"j(Xj)rp,,2(xZ)'" rp"n(x n). (18) 

(c) Let P(fl) be the algebra, defined on D j , which is 
the linear span of the identity I and all operators 
(rp{j;o},D j ). The dense domain D j is assumed to be 
preCisely equal to P(fl) )$1. 

(d) For any field component rp" (x) there exists a field 
component rp jJ.,(x) such that for any f E 5 (R4) 

(19) 

The field component rp ",(x) is then also denoted rp: (x). 

(e) The domain_Dj is invariant under ?, i. e., U(A)D j 

=D1, for any AE(I'. The action of UrAl by conjugation on 
the elements of PUY/) is specified by the conditions 

(Cl!) T(x')rp" (x)T(x')"l = rp" (x +x') (20a) 

for any field component 41" (x). 

(f3) For each bEl B, 

U(g, O)f3~)(x)U(g, O)·j 

= '0 r~b~,(g·j)f3~b,)(M(g)x), (20b) 
,,' 

where g - rIb) (g) is similar to one of the representa­
tions g_Ds'tS"(g) for which 2(s' +s") is an even integer. 

(y) For eachfEIF' 

U(g, 0)1>~) (x)U(g, 0)"1 

(20c) 

where g - r(1l (g) is similar to one of the representa­
tions g - DS'.s"(g) for which 2(s' + sIt) is an odd integer. 

The sums at right in (20b) and (20c) extend over all 
the components of the field f3(b)(x), respectively the 
field 1> (f) (x). 

(f) All the fields satisfy the normal conditions of 
locality, i. e., they satisfy the conditions (in the sense 
of distributions) 

[f3:b) (x), f3:~')(x')] = 0, 

[f3~b)(X), 1>:f.')(x')] = 0, 

{1>;!) (x), 1>:t.') (x')}= 0 

(21) 

on Dl for all spacelike x - x'. Here the curly bracket 
denotes the anticommutator, i. e., {X, X'} = XX' +X'Xo 

The above formulation of the basic assumptions about 
the fields is more or less standard. The essence of the 
notion of a set of quantum fields is a certain kind of 
representation of a tensor algebra of multicomponent 
test functions by an operator algebra P((n). The precise 
formulation of a general field theory is unfortunately 
beset by considerable notational difficulties. We have 
tried to select a notation which is convenient {or our 
particular purposes. Let us now elaborate further on 
the basic assumptions, and on some well-known im­
mediate consequences. 

(g) Whether the number of fields is finite, countably 
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infinite, or uncountably infinite is immaterial for the 
conclusions which we shall draw. That each field {3(bl(X) 
or c{l(f)(x) has only a finite number of components, 
where the notion of "component, " of course, refers 
specifically to the transformation laws (20b) and (20c), 
is, however, essential. Our purpose with introducing 
the specific "irreducible fields" {3(bl(x) and cf>(f}(x) was 
to be able to state the transformation laws (20b) and 
(20c), as well as the locality conditions (21), with 
maximum clarity. For the subsequent discussion it will, 
however, be more convenient to employ a unified nota­
tion, in terms of the symbols CPjL(x), for all the field 
components, and we shall therefore restate the condi­
tions (20b) and (20c) in the form 

U(g, O)cp" (x)U(g, ot1 = '0 r jLjL,(g-l)cp",(M(g)x) (22) 
Ii' 

The "matrix" reg) can be regarded as the direct sum 
of the finite-dimensional matrices r(b)(g) and r(f}(g) in 
an obvious sense. The sum in (22) is always a finite 
sum, and for each fixed J.L (or each fixed J.L ') there is 
only a finite number of values of J.L' (respectively of J.L) 
for which r "jL' is different from zeroo We shall also 
consider the analytic extension of the representation 
g - reg) of t to a representation (gj,g2) - r(gj,g2) of 
t c' defined as the direct sum of the corresponding 
analytic extensions of the representations r(~l (g) and 
r(f)(g) as described in Sec. II. To the complex velocity 
transformation vc(e~, t) thus corresponds the representa­
tive r(Vc(e3, t)), each matrix element of which is an 
entire analytic function of the complex variable t. With 
reference to this extension we thus define the diagonal 
"matrix" rtf (with eigenvalues + 1 and - 1) by 

(23) 

That rtf has the stated properties follows at once from 
(14a)o 

(h) The domain D j on which the "averaged fields" and 
the operators in PVY!) are defined should be carefully 
noted. It follows readily from our assumptions that for 
any (X, D j ) E PVY!) the domain of the adjoint (X, D j )* con­
tains D j • The restriction of the adjoint to D j shall be 
denoted (Xt, D j ), and called the Hermitian conjugate of 
X; the notion of the Hermitian conjugate of a field opera­
tor thus depends on the specific choice of D 1• It also 
follows from our assumptions that (xt, D j ) E PVY!) for all 
(X, D j ) E PVY!). In particular the Hermitian conjugate 
CPjLUY of the averaged field CPjLUJ is the averaged field 
cP:U*J. The mapping (X, D j ) - (Xt , D j ) is an antilinear 
involution of PVY!) [such that (X j X 2)t =xiXn 

We note that every operator (X, D j ) E PVY!) satisfies 

(24) 

It is a hitherto unsolved problem whether the assump­
tions which we have made imply that the inclusion in 
(24) can be replaced by equality for some nontrivial set 
of operators in Pvy!). 

(i) Let R be any subset of Minkowski space /J1. We 
define Po(R) as the polynomial algebra generated by the 
identity operator I and all operators (cp JLUl, D j ), with 
J.LEIT , f(x) E 5 (R4) and supp(f) cR. We define the al­
gebra peR) as the linear span of I and all operators 
(cp{f; a}, D j ), where (J = (J.L1, J.L2, ••• , iJ.n) is any n-tuplet 
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of indices in IT, and where f(Xj,X2,'" ,xn) E 5 (R4n) with 
supp{f) c (xR)". 

It is easily seen that (X, D j ) - (xt, D j ) is an involution 
of both Po(R) and peR). From the conditions (20a)-(20c) 
it follows that 

U(A) Po (R)U(At
j 

= Po (A (A)R), 

U(A) P(R)U(Ar j = P(A (A)R) (25) 

for any A E t and any R. 

We trivially have Po(R) C peR) C P(;11). According to a 
well-known theorem of Reeh and Schlieder7 the linear 
manifold po(R)n is dense in H for any open nonempty R. 

0) Let the unitary operators Uo and Z be defined by 

Uo=U(-I,O), Z=(I+iUo)/(l+i). (26) 

These operators trivially satisfy 

and 

U~ =1, Z2 = Uo, U(A)UOU(Ar
j 

= Uo, U(A)ZU(At
j 

= Z 
(27a) 

uon = zn = n, UODj =D1, ZD1 =Dj . (27b) 

Furthermore, it follows from the assumptions in (e) 
above that 

Uo{3~&) (x) = i3~b) (x)Uo, Z j3~b) (x)Z-j = i3~b) (x), (28a) 

Uocf>;!) (x) = - c{l<;) (x)Uo, Zcf>;!l (x)Z-j = iUocf> y) (x) (28b) 

for all boson fields j3(b)(X) and all fermion fields cf> (f) (x). 

The fact that the involution Uo commutes with all 
boson fields, but anticommutes with all fermion fields 
permits a unique resolution of any field operator into a 
sum of a "boson operator" and a "fermion operator, " 
and it also permits a restatement of the locality condi­
tions (21) in terms of the vanishing of certain commuta­
tors. We shall state the important facts in the matter in 
the form of a lemma for later reference. 

Lemma 1: (a) Let Uo and Z be defined as in (26). For 
any subset R of/J1, let 

P B(R) ={(X, D j ) I UoXUo =X, (X, D j ) E P(R)}, (29a) 

PF(R)={(X,Dj)luoXuo=-X, (X,Dj)EP(R)}. (29b) 

Then every (X, D j ) E peR) has a unique resolution of 
the form 

(30a) 

where, in fact, 

Xb = 1(X + UoXUo), X, = 1(X - UoXUo). (30b) 

The sets P B(R) and P F(R) are mapped onto themselves 
under the involution (X, D j ) - (Xt, Dj). Furthermore, 

ZX~-i =Xb, zx,z-j =iUoXl (31) 

for all Xb E P B(R) and all X, E P F(R). 

(b) For any (X, D j ) E P(R), let (XZ, D j ) be defined by 

(32) 

If R j and R2 are two open subsets of /J1 such that R j 
C Rq, then it follows from the locality conditions in (f) 
above that 
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[Xb' Yb]=O, [Xb' Yf]=O, [X" Yb]=O, {X" Yf}=O 
(33a) 

onD1 for allXbEPB(R1), XfEPF(R t ), Y b EPB(R2), and 
Yf E P F(R2). The conditions (33a) are equivalent to the 
condition 

[X, Y"1 = ° (33b) 

on Dt for all X E peRt), Y E P(R2). 

We omit the completely trivial proof. We note that the 
lemma is vacuous if Uo = I, which is the case if and only 
if there is no fermion field. 

IV. COMPLEX LORENTZ TRANSFORMATIONS AND 
THE TCP TRANSFORMATION 

In this section we shall present the generalizations 
appropriate for the present situation of the considera­
tions in Secs. III and N in BW 1. The main result is 
presented in Theorem 1, which corresponds to Theorem 
1 in BW t As in BW I we arrive at the main conclusion 
through a sequence of lemmas, arranged in such a way 
that the similarities with the discussion in BW I are 
pretty obvious. 

For any I(Xt.x2,'" ,Xn)E 5 (R4n) we define a Fourier 
transform 1 by 

l(Pt, ••. ,Pn) 

= i(OOI d
4
(Xt)'" d4

(xn)/(Xt, ••• ,Xn) exp({~~ Xr ' Pr) . (34) 

For any positive integer n we denote by Tn the open 
tube region 

Tn={(Zt.Z2,'" ,zn)IIm(zk)E V+, k =1, ... ,n} (35) 

in complex 4n-dimensional space, regarded as a direct 
sum of n replicas of complex Minkowski space and 
parametrized by an n-tuplet (zl' Z2, ••• ,zn) of complex 
4-vectors. The closure of Tn is denoted Tn. 

Lemma 2: Let Z E T t , i. e. , Z is any complex 4-vec­
tor in the closed forward imaginary tube. Then 

(36a) 

(b) If IE 5 (R4n) there exists an I. E 5 (R4n) such that 

J.(p!>.,. ,Pn) =J(Pt,· •• ,Pn) exp/iz, t Pr) (36b) 
\ r=l 

for (p, . .. ,Pn) E Vn, where Vn is the subset of R 4n de­
fined by 

n 

I >; -Vn={(Pt. .. o,Pn) '-JPrEV+, k=l, •.• ,n} (36c) 
r=k 

and for every such I. we have 

T(z)rp{J; o}n = rp{/.; a}n, (36d) 

where a is any ordered n-tuplet (Ill, 1l2, ... ,Iln) of in­
dices from IT' 

Lemma 3: (a) For each n~ 1, let En be the set of all 
functions l(x1,.,. ,xn;zt. .•. ,zn) defined for (Xl, .•. ,Xn) 
E R 4n and (z t. ... ,zn) E Tn, such that! E 5 (R4n) and such 
that the Fourier transform 1 of! relative to the varia­
bles (Xl" , . ,X n) satisfies the condition 

f(P!>." ,Pn;Zt. 0 •• ,Zn) = expfi t t Zk' Pr) (37a) 
\ k=l y=-k 
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for all (Pl, .•. ,Pn) E Vn> with Vn defined as in (36c). The 
set En is nonempty, and to every n-tuplet a 
'" (Ill, 1l2, ••• , Iln) of indices from IT corresponds a 
unique vector-valued function ¢(zl,z2,'" ,zn;a) on Tn, 
defined by 

¢ (z 1> Z2, ••• ,zn; a) = rp{J; a}n, 

where! is any element of En. 

(37b) 

(b) The vector-valued function ¢ (z 1> Z2, .•. ,z n; a) is a 
strongly analytic function of (zt, z2, ••. ,zn) on Tn> and 
for each point in this domain it is an analytic vector for 
the Lie algebra of the group U(j). 

(c) For any element A = A(g,X) of the quantum me­
chanical Poincare group " 

U(A)¢(Z1>Z2, ••. ,zn;a) 

= G ra,a,(g-t)¢(Mz1 +X, Mz 2, Mz 3, ••. ,Mzn; a'l, (37c) 
a' 

where M = M(g), and where the sum is over the finite 
number of n-tuplets a' = (Ill', 1l2', ••• , Iln') of indices 
from IT for which 

ro,.,.(g) = r ,,1, "l,(g)r ,,2, ,,2,(g)'" r "no "n.(g) (37d) 

is not identically zero (as a function of g). 

It may here be noted that 

(37e) 

is a defensible notation (within the framework of dis­
tribution theory) for the vector ¢ (zl, Z2, ••• ,zn; a). 

Lemma 4: (a) Let {Jk I!k EO 5 (R4) , k = 1, " . ,n} be any 
n-tuplet of test functions, and let a = (Ill, 1l2, ... ,jJ.n) 
be any ordered n-tuplet of indices from IT' For 
k = 1, ... ,n, let X k = rp "kUk]' Then the vector 

T(zl)XIT(Z2)X2", T(zn)Xnn (3Sa) 

is well defined (through successive left multiplications) 
for all (zl,Z2,'" ,Zn)E Tn> and it is a strongly continu­
ous function of the variables (zt. Z2, •.• ,zn) on Tn and a 
strongly analytic function of these variables on Tn. 

(b) There exist functions!(xt. ... ,Xn;Zj, •.• ,zn) de­
fined for (x 1> ••• ,x n) E R 4n and (z 1> ••• ,z n) E Tn, such that 
IE 5 (R4n) and such that the Fourier transform 1 of ! 
relative to the variables (Xl' •.. ,xn) satisfies the 
condition 

J(Pj, ••. ,Pn; Zj, . , • ,zn) = exp(i t t Zk' Pr) il Jh(Pk) (3Sb) 
hoi r=k k=l 

for all (Pb'" ,Pn) E Vn, with Vn defined as in (36c), and 
for all (Zj,Z2,.,. ,zn) E Tn. For any such function!, 

(3Sc) 

(c) If/hED(R4) for k=1,2, ... ,n, and (Zl,Z2,'" ,zn) 
E Tn, then 

i( OOl d4(Xl)'" d4(x n)!t(xl)!2(X2)" '!n(xn) 

x ¢ (z 1 +Xl' Z2 +X2 - Xl' Z3 +X3 - X2, •. , ,Zn +Xn - X n_1; 0) 

(38d) 

(d) Let {Rn I n = 1, ... ,00} be any set of open, nonempty 
subsets of Minkowski space. For such a set, and for 
any n ~ 1, let Sn denote the linear span of all vectors of 
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the form X 1X 2 ••• xnn, with X k defined as in (a) above, 
and withfkES(R4), supp{fk)CRk, for k=l, .•. ,no 

Then the linear span of the vacuum vector n and the 
union of all the linear manifolds Sn is dense in the 
Hilbert space H. 

About the proofs: Lemmas 2-4 in the present paper 
correspond to Lemmas 2-6 in Sec. III of BW I, and the 
reasoning there presented applies with very trivial 
modifications, The conclusions in Lemmas 2 and 4; the 
conclusion in part (a) of Lemma 3, and the conclusion 
[in part (b) of Lemma 3] that ¢(zl,Z2,." ,zn;a) is 
analytic as asserted, follow from the spectral condition, 
the action of the translation group by conjugation on the 
fields, and the assumption that the fields are tempered 
distributions on the domain D1, That we now deal with 
an arbitrary number of field components instead of with 
a single field as in BW I is immaterial in the proofs. 
The formula (37c) is the trivial generalization of the 
formula (34) in BW L Since the matrix :fcg-l) in (37c) 
is in effect similar to a finite direct sum of matrices 
Ds'·s"(g-I), and hence an entire analytic function of g, 
it follows that ¢(zl,Z2, .•. ,zn;a) is an analytic vector 
for the Lie algebra of the group U(?, 0), and hence also 
for the Lie algebra of the group u(i), 

We next consider the action of the complex velocity 
transformations Vet) = exp(- itK3) , where t is complex, 
on the vectors ¢ (zl, z2, •.. ,zn; a). We denote by Dy(7T/2) 
the domain on which V(i7T/2) is self-adjoint and by 
Dy(- 7T/2) the domain on which V(- i7T/2) is self-adjoint. 
The domain D y(7T/2) is then a core for all operators 
Vet) with 0 ~ 1m (t) ~ 7T /2, and the domain Dy( - 7T /2) is a 
core for all operators Vet) with 0 ~ Im(t) ~ - 7T/2. The 
next lemma corresponds to Lemmas 8 and 9 in BW I, 
and it is proved, on the basis of Lemma 3, by a very 
trivial modification of the reasoning in BW I. 

Lemma 5: Let (z 10 ••• ,zn) be an n-tuplet of complex 
4-vectors Zk=xk+iYk, wherexk,Yk are real, y~=y~=O, 
y~ > ly21, for k =1, ... ,n. Let a = (Ill, 1l2, ••. ,Iln) be 
any ordered n-tuplet of indices from IT' For any k and 
any complex t we define Zk(t) by 

Zk(t) = V(e3, t)Zk' (39a) 

(a) If x k E W R (L e., x~ > I x~ I), for k = 1, ... ,n, then 
(zl(ir)"",zn(ir»)ETn for all rE[0,7T/2], The vector 
¢(zl"",zn;a) is in the domain D y(7T/2), and 

V(ir)¢(zl,'" ,zn; a) 

= '0 I' a,(ve(es, -ir»¢(zt(ir),.,. ,zn(ir);a') (39b) 
cl at 

for all rE [0, 7T/2] , where t is defined as in (37d). 

(b) IfXkE WL (Le., x~<-lx:I), fork=l, ... ,n, then 
(zl(ir), •.• ,Zn(ir»ETn for all rE[-7T/2,0]. The vector 
¢(z1o ••• ,zn; a) is in the domain Dy(- 7T/2), and the rela­
tion (39b) holds for all rE [- 7T/2, 0]. 

(c) Let (xI, ••• ,xn) be such that x k E WR for k = 1, ... ,n. 
Let v be the real forward timelike 4-vector with com­
ponents v = (0, 0, 0, 1), and let t be a real variable. Then 

s-lim'0 I'a.a'(C.)V(i7T/2)¢(xj +itv,x2 +itv, •.• ,xn +itv; a') 
t ~o. a' 

= s-lim '0 I'a,a,(cJ V(- i7T/2) 
t ~o. a' 
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X ¢(9xI +itv, 9X2 +itv, ••• , 9xn +itv; a l
) 

=¢(ZI,'" ,zn;a), (39c) 

where Z k = (x~, x~, ixt, ix:), for k = 1, ... ,n, and where 
c. and c_ are the elements c. = ve(es, i7T/2) , c_ 
=ve(e3, - i7T/2), of the group ?e' Here 9 is defined as in 
(3). 

The next lemma corresponds to Lemma lOin BW I. 

Lemma 6: Let RI be a bounded, open, nonempty sub­
set of 1!'R, and let Xo E W R be such that (x - xo) E WL for 
all x E R I • For any integer n> 1 we define the set Rn by 

Rn ={x+(n-1)xolxER1}. (40a) 

(a) Then Rn C WR for all n, and if n> k, then (x' - x") 
E WR for all x, ERn, x" E Rk• In particular Rn is space­
like separated from Rk (i. e., Rn eRg) if n *" k. 

(b) Let Uk Ik = 1, ... ,n} be an n-tuplet of test func­
tions such thatfkES(R4) and supp{fk)cRk , for k 
= 1, ' .. ,n, Let fkl denote the test function defined by 
f/(X) = fk(- x). Let a = (Ill, 1l2, ' , . , Iln) be any ordered 
n-tuplet of indices from IT' Let c(s) ED (Rt ). Then 

V(i7T)C(K3)<P lL tUt1<P1L2U2]" • <PlLnUn]n 

= f~.au(u(es, 7T), 0)c(K3)<p"IUt'J<P1L2Un ••• <P ILnU;]n, 
(40b) 

where f" is the diagonal matrix given by 

f" = I'(V e (e3, - i7T)) I' (u (e3, 7T)). (40c) 

This lemma can be proved, on the basis of Lemmas 
4 and 5, by a trivial modification of the reasoning by 
which we proved Lemma 10 in BW I; the modification, 
of course, has to do with the appearance of the 
matrices f in the formulas. To bring out the similari­
ties with the discussion in BW I, we define the test 
function 11 by flex) = fk([) x), and we then have 

U(u(e3, 1T), O)<P"kU/W(u(es, 1T), 0)-1 

= 6 rILl<, ",(u(es, - 7T»<pAf/]. (40d) 
IL' 

With reference to this formula it is easily seen that 
the formula (52) in BW I is a special case of (40b). 

That the matrix I''' in (40c) is diagonal (with diagonal 
elements + 1 or - 1) follows at once from the fact that 
the matrix r" in (23) is diagonal (with diagonal elements 
+ 1 or -1). 

Our conclusions up to this point in this section are 
completely independent of the locality conditions (f) in 
Sec. Ill. We shall now draw some further conclusions, 
in which we take the locality conditions into account. 
Before we state the relevant lemma, we recall that the 
domain of the closed and normal operator Vet), t com­
plex, depends only on Im(t). We write the operator as 
(V(t), Dy(Im(t))) when we wish to exhibit the domain 
exp lic itly . 

Lemma 7: Let {Rn1n = 1,.,., oo} be afixed set of 
bounded, open, nonempty subsets of WR , constructed 
as in Lemma 6. Let e be the linear span of the identity 
operator I and all operators (Q, D j ) of the form 

(41a) 

where Uk 1 k = 1, ... ,n} is any n-tuplet of test functions 
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such that fk E S(R4) and suPP(fk) cRk , for k = 1,. , . ,n, 
and where (J = (1J.1, 1J.2, • , , , IJ.n) is any ordered n-tuplet 
of indices from IT' Then: 

(a) The linear manifold D. =QO is dense in the Hilbert 
space H, and DqC = span{c(K3)Dq I cIs) ED (Rt)} is a core 
for every operator (V(t), Dv(Im(t»). 

(b) (Q*, D t ) E Q if (Q, D j ) E Q. 
(c) There exists a unique antiunitary operator J such 

that if (Q, D t ) E Q and cIs) E D(Ri ), then 

V(i7T)C(K3)QO = c(K3)JQ*O. (41b) 

The operator J is an involution, i. e. , 

Jl. = I, 
and it satisfies the conditions 

JO = 0, JDt = Db ZJXJZ·t E P(fn) 

for all (X,Dt)E P(fn), and 

JZJ = Z·t, JUoJ = Uo, 

JV(t)J = V(t) for all real t, 

JD+ = D., J(V(i7T), D.)J = (V(- i7T), DJ, 

JD. =D+, J(V(- i7T), DJJ = (V(i7T) , D.). 

(d) The antiunitary operator eo defined by 

(41c) 

(41d) 

(41e) 

(4lf) 

(41g) 

J ooZU(u(e3,7T), oleo (41h) 

is a TCP transformation which satisfies the conditions: 

and 

e5 = Uo, eo~ = n, eo U(g,x)er/ = U(g, - x), 

eoDt = Db eo P(fn )eii j 
= P(fn) 

(42a) 

(42b) 

(42c) 

where PI> = + 1 if 'PI" (x) is a component of a boson field 
and PI" = - i if 'PI" (x) is a component of a fermion field. 

Proof: (1) This lemma corresponds to Lemma 11 in 
BW I. The reasoning in its proof is similar to our 
reasoning in BW I, but there are some important dif­
ferences of detail which have to be discussed. We first 
note that the assertions (a) and (b) are triviaL The re­
maining assertions might be proved in the stated order, 
which in particular yields a proof of the TCP theorem. 
In order to shorten the discussion, we shall, however, 
base our proof of the assertion (c) on the well-known 
fact that under our general assumptions about the fields 
a TCP transformation eo which satisfies the conditions 
(42a)- (42c) does exist. 8 The relations (42a)- (42c) will 
thus be assumed, and we define the antiunitary opera­
tor J by (41h), where Z is given by (26). It is then 
trivial to show that J satisfies the relations (41c)-(41g), 

(2) The formula (41b) holds trivially if Q is a multiple 
of I. Suppose now that Q is of the form (41a). We write 
X k = 'PI"kUk) and Yk = 'P I"kU:J for k = 1, .. , ,n, and we then 
have 

JQ*O=Jx;, .. • ~Xlo 

=p~r~.aZU(u(e3,7T), O)Yn'" Y2Y jO, (43a) 

where /)" OOP .. 1P .. 2··· P .. n, in view of (41h) and (42c). For 
any two operators Y,. and Ys in the set {Y1, Y2 , ••• ~ Yn} 
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the supports of the corresponding test functions f; and 
f; are spacelike separated, and hence Yr anticommutes 
with Y,s if both operators are averaged fermion fields, 
whereas Yr commutes with Y. in all other cases, It is 
easily shown that under these circumstances 

p~ZYn'" Y2Y jOooYj Y2 ••• YnO 

and hence 

(43b) 

(43c) 

From this it follows, in view of (40b) in Lemma 6, 
that the operator Q satisfies (41b). From this it trivial­
ly follows that (41b) holds for all QEQ. 

We are now prepared to state the main theorem of 
this section, It will be convenient for the subsequent 
discussion to introduce the following notation. For any 
subset R of j}j we define the algebra P (R)' by 

P(R)" = {(ZXZ·j ,Dt ) I (X, D t ) E P(R)}, (44) 

where Z is given by (26), 

Theorem 1: (a) The algebras P(W R) and P(WL)" are 
*-algebras with the antilinear involution (X, D 1) 

- (X*, D t ), They commute on D1, L e. , 

[X, Y)</J = 0 (45a) 

for allljJE Dl and for all XE P(WR), YE P(WL)', 

(b) The vacuum vector 0 is cyclic and separating for 
both P(WR) and P(WL)', 

(c) With V(t) = U(v(e3, t), 0) (a velocity transformation 
in the 3-direction), 

V(t) P(W R) V(t)·1 = P(W R), 
(45b) 

for all real t, and with J defined as in Lemma 7, 

(45c) 

(d) With the domains D+ and D. such that the operators 
(V(i7T),D.) and (V(-i7T),D.) are self-adjoint, 

P(WR)OcD+, V(i7T)X~=JX*O, 

for any XE P(WR ), and 

P(WL)ZOcD., V(-i7T)YO=JY*O 

for any Y E P(WL)"' 

(e) The condition 

C ~O =X*O, all X E P(W R) 

(45d) 

(45e) 

(46a) 

defines an antilinear operator (C R, P(W R)O), and the 
condition 

C'fYO= Y*O, all YE P(WL)Z (4Sb) 

defines an antilinear operator (C'i" P(WL)ZO). 

These two operators satisfy the relations 

(C R, P(WR)O)** = (C~, P(WdO)* = (JV(i7T), D+), (46c) 

(Ct, P(WSO)** = (C R, P(WR)O)* = (JV(- i7T), DJ. (46d) 

This theorem corresponds to Theorem 1 in BW 1. The 
proof is identical with our proof in BW I, provided that 
we consistently substitute the operator C'i for the opera­
tor CL, and the algebra P(WL)" for the algebra P(WL ). 
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In the particular case that there is no fermion field 
among the quantum fields we have Uo = I and Z = I, and 
hence P (WL)z =P (WL ), in which case the present theo­
rem is identical with Theorem 1 in BW I. 

The algebra P(WR), respectively the algebra P(WL), 
can be regarded as consisting of field operators locally 
associated with the wedge region loY R, respectively the 
region WL • We note that the role of these algebras is 
not quite as symmetric in the present theorem as in 
BW I, in the sense that the assertions are about the 
pair (P(WR ), P(WL)'") rather than about the pair 
(P(WR),P(WL». It is, however, easily seen that there 
is a completely equivalent formulation in terms of the 
pair (P(WL), P(WR)'"), and we note, for instance, that 

P(WL)OCD., V(-i7T)YO=JLY*O, (47a) 

for any YE P(WL ), and 

P(WR)"OCD+, V(i7T)XO=JLX*O, 

for any X E P(WR )", where 

JL = ZJZ·1 = UoJ =JUoo 

Furthermore, 

JL P(WL)JL =P(WR)z. 

(47b) 

(47c) 

(47d) 

We conclude this section with the remark that all the 
considerations in Sec. V in BW I also apply to the pres­
ent situation, provided that P(WL) is replaced by P(WL)" 
and that Po(WL) is replaced by Po (WL)" =ZPo(WL)Z·l 
everywhere in the discussion. In order to have a more 
suggestive notation it is then convenient to change the 
notation in BW I according to the scheme: U(WL ) 

-U(WL)", AL -Af. etc. 

V. THE DUALITY CONDITION FOR THE WEDGE 
REGIONS W RAND WL 

The discussion in this section corresponds to the dis· 
cussion in Sec. VI in BW 1. We are thus concerned with 
the question of how the field operators in P(WR ) might 
generate a von Neumann algebra of bounded operators 
which can be regarded as being locally associated with 
the region W R' We must, of course, here define the 
term "locally associated with" precisely and in a man­
ner appropriate for a field theory in which fermion 
fields might occur. To set the stage for the discussion, 
we begin with some algebraic considerationso 

Definition 1: If A is a von Neumann algebra such that 
UoAUr/=A, and ifA"=ZAZ·1 with Z defined as in (26), 
then the quasicommutant Aq of A is defined as the von 
Neumann algebraA q = (A")'. 

In a theory in which fermion operators, i. e., opera­
tors X which satisfy UoXUo·1=-X, occur, the notion of 
quasicommutant9 is the proper notion in terms of which 
one may formulate the conditions of locality and of 
duality. As an algebraic notion the notion of a quasi­
commutant is less general than the notion of a commu­
tant in the sense that the former notion refers to a 
specific unitary involution Uoo 

We formulate the pertinent facts about the notion of a 
quasicommutant as follows. 

Theorem 2: LetA be a von Neumann algebra such that 
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UOAUO•
1=A, and letAa=(ZAZ·1), be its quasicommutant. 

Let 

and 

A B={xi UoXUo·1 =X, XEA}, 

AF={xl UoXUo·1=-x, XEA}, 

(A°)B ={Y I UoYUO•
1 = Y, Y EAa}, 

(Aq)F={YI UoYUO•
1 =- Y, YEAo}. 

Then: 

(48a) 

(48b) 

(a) UoAaUo•
1=A a, A"=Z(A')Z·l, (Aa)"=A (49) 

(b) Every operator X EA has the unique 
representation 

X =Xb +Xf' with Xb EA B, X, EA F, 

where, in fact, 

Xl> = ~(X + UoXUo·1), X f = ~(X - UoXUo·1). 

(50a) 

(50b) 

Every operator Y EAa has the unique representation 

Y = Yb + YI , with Yb E (Aq)B, Y, E (AO)F' 

where, in fact, 

Yb=~(Y+ UoYUO•
1), Yf =1(Y- UoYUo•

1). 

(c) The elements XbEAB' XfEAF, 
Y, E (Aa)F satisfy the conditions 

[XII' Y b] = 0, 

[XII' Yf ] = 0, 

[X" Yb ] = 0, 

{X" Yf } =XfYf + y,xl = O. 

(50c) 

(50d) 

(51a) 

(51b) 

(51c) 

(51 d) 

The set (Aqh is a von Neumann algebra, precisely 
equal to the set of all bounded operators Y b which satisfy 
the condition Uo YbUi/ = Y 1>, and the conditions (51a) and 
(51c) for all Xl> EA B, X f EA F. The set A B is a von Neu­
mann algebra, precisely equal to the set of all bounded 
operators X1> which satisfy the condition UoX1>U''r/ =X1>, 
and the conditions (5Ia) and (51b) for all YbE (Aah, 
Yf E (A 0) F' The set (A 0) F is precisely equal to the set 
of all bounded operators Y f which satisfy the condition 
UOYf Uol = - Yf , and the conditions (5Ib) and (5Id) for all 
Xl> EA B, X f EA F' The setA F is precisely equal to the 
set of all bounded operators X f which satisfy the condi­
tion UoXlU01 = - X" and the conditions (5Ic) and (5Id) for 
all YbE (AO)B, YfE (Aq)FO 

(d) The vector 0 is cyclic (respectively separating) 
for A if and only if it is separating (respectively cyclic) 
for Aa• 

We omit the very trivial proofs of these assertions. 
We stated the above facts in the form of a formal theo­
rem in view of their importance for our discussion. 
The situation might be illustrated as follOWS. Suppose 
that two von Neumann algebras Ii 1 and A 2 are "locally 
associated with" two regions R 1, respectively R 2, which 
are causally independent. The "local" nature of the as­
sociation can then be expressed through the relation 
Al cA~, which, in view of the theorem, is equivalent to 
the customary conditions in terms of commutators and 
anticommutators, 1. e., the fermion operators inA! 
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anticommute with the fermion operators inA2 and com­
mute with the boson operators inA2' whereas the boson 
operators inA1 commute with all operators inA2. Now 
A1 cA~ is equivalent to the condition that [X, Y] = 0 for 
allXEA1 and all YEA2=ZA2Z·1, which means that the 
locality conditions are expressible in terms of the 
vanishing of certain commutators, irrespective of 
whether fermion operators occur or do not occur in the 
theory. This has the important practical consequence, 
from our point of view, that we do not have to create a 
new algebraic theory in order to deal with the case of 
fermion operators; as in BW I it suffices to consider the 
relationships between von Neumann algebras and their 
commutants. 10 Let us also note here that according to 
the fermion-superselection principle only a boson 
operator can be a physical observable. This means, 
with reference to our illustration above, that the ob­
servables inA2 andA2 are precisely the same, and 
thus that the observables associated with the region R1 
commute with the observables associated with R2• 

Definition 2: (a) A set K(WR) of bounded operators 
such that X* EK(WR) for all X EK(WR) shall be said to 
be covariantly associated with WR if and only if 

(52a) 

for all elements A in the semigroup a(WR ) consisting of 
all AE? such that A(A)WRC WR. In particular, 

V(t)K(WR)V(t,-1 =K(WR), all real t, (52b) 

and, more generally, 

U(A)K(WR)U(A,-1 =K(WR), all AEj(WR), (52c) 
- -

where? (W R) is the group of all elements A E t such 
that A (A) W R = W R, i. e., all Poincare transformations 
which map W R onto W R. 

(b) A setK(WL) of bounded operators such that y* 
E I( (WL ) for all Y E I( (WL ) shall be said to be covariantly 
associated with WL if and only if 

I«WL) = U(u(el> 1T), O)K(WR)U(u(e1, 1T), Ort, (53) 

where K(WR ) is a set covariantly associated with WR• 

(c) LetK(WR) be a set of bounded operators, co­
covariantly associated with W R as above. The asso­
ciation shall be said to be reP-symmetric if and only if 

(54a) 

or, equivalently, 

JK(WR).r1 =K(WL)S, (54b) 

where K(WL ) is given by (53). 

(d) A set K (W R) of bounded operators which contains 
X* if it contains X shall be said to be locally associated 
with WR if and only if K(WR) is covariantly associated 
with WR and 

where K(WL ) is given by (53) and where the von Neu­
mann algebra K(WL)O is defined as (K(WL)B)'. 

(55) 

(e) A von Neumann algebra A (W R), locally associated 
with W R, shall be said to satisfy the condition of duality 
if and only if 
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whereA(WL) is defined in terms of A (WR) in analogy 
with (53). 

(56) 

We present these formal definitions for later refer­
ence as we will repeatedly encounter sets which satisfy 
one, or several, of these defining relations. The 
geometrical significance of these definitions is obvious 
and need not be discussed here. Concerning the physical 
interpretation, we note that the conditions in (d) are 
minimum conditions which a set of "local observables 
for WR" would have to satisfy. In a quantum field theory 
these conditions are not, however, by themselves 
enough; the bounded local operators should also satisfy 
some condition of locality relative to the local field 
operators. 

Lemma 8: Let] be a set of closable operators, such 
that Uo] Uri1 = ]. We define the set]O as the set of all 
bounded operators X such that 

XZ(y, D(Y)* c (Y, D(Y))*Xz, 

XZ(y, D(Y)** c (Y, D(Y))** ZZ 

for all (Y,D(Y))E]. Or, equivalently, the set]O is 
precisely equal to the set of all bounded operators X 
such that for all (Y,D(Y))E], 

XZ(y, D(Y)) c (Y, D(Y))**Xz , 

(XZ)* (Y, D(Y)) c (Y, D(Y)** (XZ) * . 

(57) 

(58) 

(a) The set]O is a von Neumann algebra, and it satis­
fies the relation Uo(J°)U"r/ =]0. 

(b) Let the set ]0. of bounded operators be defined by 

(59) 

Then ]00 is a von Neumann algebra precisely equal to 
the von Neumann algebra generated by the operators V 
and the spectral projections of the operators K for all 
pairs of operators {V, K}, where V is the unique partial 
isometry, and K is the unique nonnegative definite self­
adjoint operator, defined through the polar 
decomposition 

(Y, D(Y)** = V(K, D(Y**)) (60) 

of the closure of any (Y, D(Y)) E]. 

This lemma is a paraphrase of well-known facts 
about the commutant in the sense of von Neumannll of a 
set of closed operators. An equivalent definition for 
]0 is thus 

Y = (Z]**Z·1), (61a) 

with the prime notation of von Neumann, and the set 
]00 is then given by 

yo = (J**)" (61b) 

where ]** denotes the set of all closures of the opera­
tors in]. That the assertion in (b) above about the 
algebras ]00 [regarded as given by (61b)] holds is well 
known12 (and easily proved). That]O (and hence ]00) is 
invariant under conjugation by Uo follows trivially from 
the corresponding property of ]. 

We shall call]O the quasicommutant of the set of 
adjoints and closures of the possibly unbounded opera-
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tors in J; this is consistent with our earlier terminology 
in the case that J is actually a von Neumann algebra. 
We shall say that the von Neumann algebra J qq 

is 
generated by the set J. 

We shall next consider some special sets of bounded 
operators defined in terms of field operators in P(R), 
where R is any subset of /11. In this section we are 
primarily interested in the wedge regions W Rand W L, 

but for later reference it will be convenient to consider 
other regions R as well. We note here that it would be 
reasonable to restrict the regions R such that they 
satisfy the condition RCC = R, but we shall not do so 
since we do not here wish to investigate the geometri­
cal implications of this restriction. 

Definition 3: Let R be any subset of Minkowski space, 
and let R C be its causal complement [as defined in (5)]. 

(a) The set L (R) is defined as the set of all finite 
linear combinations of operators of the form (cp,Jf],D1), 

where ,UElTand wherefES(R4), with supp(f)cK 

(b) The set q(R) is defined as the von Neumann alge­
bra generated by L (R), i. e. , 

q(R) =L (R)qq, (62) 

where the superscript "qq" denotes the mapping] - ]qq 
defined in Lemma 8. 

(c) The von Neumann algebra C (R) is defined as the 
quasicommutant of L (RC

), i. e. , 

(63) 

where the superscript "q" denotes the mapping J - J q 

defined in Lemma 8, 

(d) The weak quasicommutant C w(R) of P(W) is de­
fined as the set of all bounded operators X such that 

(Y*cp IX/)!) = (X*cp I Y/)!) (64) 

for all cp, /)! E Dl and all (Y, D 1) E P(RC)Z = Z P(RC)Z-I. 

We introduce the new term "weak quasicommutant" 
with some reluctance, but it does seem fairly ap­
propriate to describe the nature of the sets C w(R). The 
adjective "weak" is here intended to convey an impres­
sion of the "weak" nature of the "commutation relations" 
(64), as contrasted with the more restrictive conditions 
(57), It should be noted, however, that the operators in 
C w(R) commute in the weak sense of (64) with all the 
operators in P(RC)Z, whereas the operators in C(R) 
commute in the strong sense of (57) only with the opera­
tors in the subset L (RC)Z of P(Rcy, 

We shall next consider some fairly elementary prop­
erties of the sets defined above. 

Lemma 9: Let R be any subset of Minkowski space, 
and let the sets L (R), C(R), Cw(R), andq (R) be defined 
as in Definition 3. Then: 

(a) Each one of these four sets satisfies the condi­
tion (65a) of covariance, the condition (64b) of TCP 
symmetry, and the condition (65c) of isotony, i. e., if 
Q(R) is anyone of the sets L(R), C(R), Cw(R), orq(R), 
then 

(65a) 
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8 oQ(R)8(j1 =Q(- R), (65b) 

where -R denotes the set -R={-xlxER}, and 

Q(R):::l Q(R j ), whenever R ~ R f (65c) 

(b) The set C w(R) is a weakly closed linear manifold, 
closed under the *-operation, i. e., it contains x* if it 
contains X, 

A bounded operator X is in C w(R) if and only if 

X(Y*, D 1) c (Y, D 1)* X (66) 

for all (Y, D 1) E P(RC)z. 

(c) A bounded operator X is in C w (R) if and only if the 
condition (64) holds for all cp, </! E Dl and all (Y, D 1) 

E L (RC)Z, or, equivalently, if and only if the condition 
(66) holds for all (Y, D 1) E L (RC)z. 

(d) 

(67a) 

for allXECw(R) and allX1,X2 EC(R). In particular, 

(67b) 

(e) If R C has a nonempty interior, then n is separat­
ing for C w(R), i. e" if X EC w(R) and xn = 0, then X = O. 

If R has a non empty interior, then q (R)n is dense in 
the Hilbert space H, 

(f) If (for a particular subset R) the "linear field 
operators" in the set L (RC) satisfy the condition that Dl 
is a core for the adjoints of the operators in the set, 
i. e., (yt, D1)* = (Y, D 1)** for all (Y, D 1) E L (RC), then 
C(R) =C w(R). 

Proof: (1) The assertions (a) and (b) are trivial. We 
note here that the condition (66) [which is a trivial 
restatement of the condition (64)] is equivalent to the 
condition that 

X(Y*, D 1)** c (Y, D 1)* X 

for all (Y, D1) E P(W)z. 

(68) 

(2) To prove the assertion (c), we assume that X is a 
bounded operator which satisfies the condition (64) for 
all cp, </!ED1 and all (Y,D1) EL (RC)z. It follows at once 
that the condition (64) then also holds for all (Y, D1) 

EPo(RC)z. For suchanX, let cp,/)!ED1, and let (Y,D 1) 

E P(RC)z. Since we have ZD1 =D1, and since the quantum 
fields are operator-valued tempered distributions, it 
follows from the fact that {0 D (R4)" is dense in 5 (R4") 
that there exists a sequence {(Yk , D1) I (Yk , D1) E Po (Rcy, 
k = 1, ... , oo} of operators such that 

s-limYk </! = Y</!, s-limYtcp = Y*cp. (69) 
k .. QQ k"oo 

It readily follows that the relation (64) holds for the 
above operator (Y,D1), and henceXECw(R) as 
asserted. 

(3) We consider the assertion (d). Let X EC(R), XW 
EC w(R), and (Y, D 1) E L (RC)Z, We then have, in view of 
(57) and (68), 

XXw(Y*, D 1)** cX(Y, D 1)*Xw c (Y, D1)*XXw, (70) 

which means that XXw E C w (R). From this (67a) follows 
readily, and, since lEC w(R), the relation (67b) follows. 
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(4) If X EC w(R), then xn = 0 implies that 

(y j nlxy2 n> =(y!y1nlxn> =0 (71) 

for all Yj, Y 2 E P(RC)". By the Reeh-Schlieder theorem 
the set p(Rc),'n is dense if RC has a nonempty interior, 
which implies that in this case X = 0 if (71) holds. This 
proves the first assertion in (e), and in view of (67b) it 
follows that n is a separating vector for the von Neu­
mann algebra C(R), and hence a cyclic vector for its 
quasicommutant g (RC) whenever the interior of RC is 
nonempty. It readily follows, since g(R) satisfies the 
condition of isotony (65c), that Cj(R)n is dense whenever 
R has a nonempty interior. 

(5) We consider the assertion (f). If (Y*,DI )* 
=(Y,Dj )**forall(Y,D1)EL(RC), andifXECw(R), then 
the relation (68) implies that X EC(R). In view of (67b) 
this implies that C w(R) =C(R), as asserted, This com­
pletes the proof. 

We note that it does not follow from the definition of 
C w(R) as a weak quasicommutant of an algebra peW) of 
unbounded operators [or equivalently as the "weak 
commutant" of the operator algebra P(W)Z] that C w(R) 
is a von Neumann algebra; the set need not be closed 
under multiplication. What the actual situation is in 
quantum field theory we do not know. In the case of free 
fields the premises in part (f) of the lemma are trivial­
ly satisfied, and (w(R) is then identical with the von 
Neumann algebra C (R). In this connection we refer to 
the work of Powers on algebras of unbounded operators, 
their "weak commutants, " and related subjects, 13 

Lemma 10: Let R be any subset of Minkowski space, 
and let the notation be as in Definition 3 and Lemma 9. 
Let A Q (R) be defined as the set of all bounded operators 
X such that XXw and X~ are both in C w(R) for all XW 
EC w(R). Then: 

(a) The setAo(R) is a von Neumann algebra, and 

(72) 

(b) The mapping R -A 0 (R) satisfies the condition of 
covariance (65a) and the condition of TCP symmetry 
(65b) in Lemma 9. In particular UoAo(R)U'(/ =Ao(R). 

(c) All operators (Y, D t ) E P(RC) have closable exten­
sions defined by 

(Y, D
l
) - (a(Y), Da) = (yt*, De) = (yt*, Da), (73 a) 

where Da is the domain defined by 

(73b) 

These extensions satisfy the conditions 

(Y*, D j )* :J (a(Y)*, D.)* :J (a(Y), Da):J (Y, Dj). (73c) 

(d) Let Pa(RC) be the set of all operators (a(Y),D.) 
with (Y, DI ) E P(W). Then, with the notation in Lemma 
8, 

Ao(R) = Pa(RC
)., 

Pa(RO)·· = Pa(Re)" ~Ao(R)· c q (Re) 
(74a) 

and the closures and adjoints of the operators (a(Y), D.) 
in P.(RC

) are thus affiliated to the von Neumann algebra 
Ao(R)". 
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The weak quasicommutant of Po (RC
) relative to the 

domain D., 1, e., the set of all bounded operators X 
such that 

(X*¢ I a (Y)"I/!) =( (a(Y)Z)*¢ IXI/!) (74b) 

for all ¢,I/!ED., all (a(Y),Da)EP.(W), is precisely 
equal to the set C w(R), 

(e) The mapping (Y, D() - (a(Y), Da) of the algebra 
P(RC) onto Pa(RC) is a representation, and it is a 
*-representation of the *-algebra P(RC) in the sense that 

(75a) 

The representation is continuous in the sense that 

s-lima(Yk)~ = a (75b) 
.-~ 

for all I/! E D. whenever 

s-limYk ¢ = 0 
k-'" 

for all ¢ EDt. 

(75c) 

Proof: (l)Ao(R) is trivially a *-algebra since (w(R) 
is closed under the *-operation. From the fact that 
Cw(R) is weakly closed, it follows thatAo(R) is also 
weakly closed, and hence a von Neumann algebra. The 
relation (72) is trivial in view of (67b). The assertions 
(b) are obvious. 

(2) It follows from (66) that if XECw(R) and ¢EDj, 
then X¢ E D(Y*), for any (Y, D l ) E P(RC)z. In view of (72) 
this implies that Da , as defined in (73b), is contained in 
the domain of the adjoint of any operator (Y, D j ) in 
P(RC)" or in P(RC), since ZDa =Da. It follows that the 
extensions (a(Y), Da) are well defined by (73a). Further­
more, (73a) also defines an extension of every opera­
tor (Y", D t ) E P(RC)Z, and we have 

(a(ZYZ·1), D.) = Z(a(Y), Da)Z·1 (76a) 

for all (Y, D t ) E P(RC). 

(3) Let X(,X2 EAo(R),¢ED Il and (Y,D() EP(RC(. 
Then X0"2 EAo(R), and sinceAo(R) c(w(R), we have 

a(Y)X(XZ¢ = y t *X(X2¢ =X1X 2Y¢ 

(76b) 

which implies that Xl commutes with (a(Y), D.)** in the 
strong sense of (57), and we have thus proved that 
A 0 (R) c Pa (RC

)". It, furthermore, readily follows that the 
relations (73c) hold for aU (Y, Dl ) E P(RC)", and hence 
for all (Y, D t ) E P(RC). The relation (75a) is then trivial. 

(4) We next consider the weak quasicommutant 
(we(R) of ParRa) relative to the domain D •• It is easily 
seen from the condition (74b) that a bounded operator 
X is in (wa(R) if and only if XjXXZ EC w(R) for all X t ,X2 

EAo(R). This implies that C w,,(R) =C w(R), as asserted. 
We obviously haveXXw,X~E(wa(R) for allXwECwa(R), 
X E Pa(RC

)", and in view of the results in step (3) above 
the first relation (74a) follows, The remaining relations 
(74a) then follow trivially, in view of (72). 

(5) The remaining assertions in part (e) of the lemma 
are trivial, and we omit the detailed proofs. 

We must here state that we know much less about the 
relationships between the sets C(R), (w(R), andAo(R) 
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than we would like to know. We note here that C(R) was 
defined as the quasicommutant of the subset L (RC) of 
P(RC

), which means that the closures and adjoints of the 
operators in L (RC) are affiliated to the von Neumann 
algebra q(W) =C(R)·, but we see no obvious reason why 
this would imply that the closures and adjoints of the 
operators in P(RC) are also affiliated to this same von 
Neumann algebra. The lemma now shows that there ex­
ists a "natural" extension (a(Y), Da) of all the operators 
in P(RC) such that the closures and adjoints of the ex­
tended operator s are affiliated to q (R C

), or to the pos­
sibly smaller von Neumann algebraAo(R)·. It is here 
important to note that this extension depends on the set 
R C

, although this is not shown explicitly in our notation. 
A field operator which can be associated with different 
regions might thus have different extensions constructed 
as in the lemma. 

In view of our present lack of understanding of the 
general structure of a quantum field theory the possible 
physical interpretation of the weak quasicommutant 
C w(R) of P(RC) is far from clear. With reference to the 
discussion by Licht of strict localization14 we note here 
the following. Let V be a partial isometry in C w(R)Z 
such that V* V = I, and let If! = Vn. Then If! is in the do­
main of (Y, D 1)* for any (Y, D 1) E P(W) and we have, for 
any such (Y, D 1), 

(77a) 

and, more generally, 

(Yt*1f!1 Yi*lf!> =(y1nl y2n> (77b) 

for any two (Yj, D1), (Y2, D1) E P(RC
). We here assume 

that both Rand RC have nonempty interiors. It is then 
not hard to show that if a vector If! satisfies the condi­
tions (77b), then If! is of the above form. 

The expression at left in (77a) might be loosely re­
garded as the "expectation value of the field operator Y 
in the state If!," and the "local character" of the state 
then manifests itself in the fact that the expectation val­
ue in the state equals the vacuum expectation value, for 
all operators (Y, D 1) E P(RC). Note, however, that the 
operator yh at left in (77a) cannot in general be re­
placed by y** or by Y, as If! might not be in the domains 
of these operators. We furthermore note that the condi­
tion (77a) also holds for all the bounded operators in the 
von Neumann algebra C w(R)·, but not necessarily for 
the operators in q (RC

). In our opinion (77a) is a neces­
sary condition for a local state (localized in the com­
plement of R C

) but by no means a sufficient condition. 

We shall next consider the properties of the sets 
C(R), Ao(R), Cw(R), andq(R) for the special case that 
R E W. The lemma which follows corresponds in part 
to our Theorem 3 in BW I, with some added refinements 
which we overlooked before. 

Lemma 11: Let C(R), Cw(R), Ao(R), and q(R) be de­
fined as in Definition 3 and Lemma 10. Then: 

(a) C(WR) =C(WR), Cw(WR) =C w(WR), 

q(WR) =q(WR), AO(WR) =Ao(WR) (78a) 

with analogous identities for the corresponding objects 
associated with WL , and 
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C(WR) cAO(WR) ce, (WR) cq(WR) =C(WL )·. (78b) 

(b) The von Neumann algebra C (W R) is locally asso­
ciated with WR and the association is TCP symmetric, 
in the sense of Definition 2. 

(c) The set C w(W R) and the von Neumann algebra 
q(WR) are covariantly associated with WR, and the 
association is TCP symmetric, in the sense of 
Definition 2. 

(d) For every X EC w(W R) [and hence for every X in 
C(WR) or AO(WR)] we have 

XnED., V(i17)Xn=Jx*n. 

(e) The von Neumann algebraAo(WR) satisfies the 
conditions: 

A 0 (WL )= erA o(W R)e(jl 

(79) 

= U(u(el' 17), OlA O(WR)U(u(el, 17), or1 (80a) 
and 

U(A)A o(WR)U(Arl =Ao(WR) (80b) 

for all A E? such that A (A) W R = W R, i. e., for all Poin­
care transformations which map WR onto WR• 

(f) [X, JXwJ]n = 0 (81) 

for all X EAo(WR), Xw E Cw(WR), 

Proof: (1) We consider the identities (78a). Let x 
E WR• Then we have C(WR) ::::JC(WR):J T(x)C(WR)T(Xt1, 

in view of the fact that C (R) satisfies the condition of 
isotony. Since C(R) is weakly closed, and since T(x) 
is a strongly continuous function of x, it follows at 
once that the first identity in (78a) holds. The next two 
identities are proved by exactly the same reasoning. 
The fourth identity follows from the second, and from 
the definition of A o(R) in terms of C w(R). 

(2) The inclusion relations between the first three 
sets at left in (78b) correspond to (72) in Lemma 10. 
The assertions (e) also follow from Lemma 10. [Note 
that we do not assert that (80b) holds for all Poincare 
transformations A which map W R into W R' ] The asser­
tion (c) is trivial. 

(3) The relation C w(WR) cC(WL )· is not trivial; it is 
equivalent to the condition that all operators in C w(WR ) 

commute with all operators in C(WL)Z. To prove this 
relation, we first consider the assertion (d) of the 
lemma. The relations (79) follows readily from the 
definition of Cw(WR), and Lemma 13 in BW L (In this 
argument we depend, of course, ultimately on Theorem 
1 of the present paper in place of Theorem 1 in BW I. ) 

(4) LetXEAo(WR) and letXwECw(WR). Since, by (c) 
above, C w(W R) is invariant under conjugation by V(t), it 
follows thatXV(t)X~V(ttlECw(WR) for all real t. In 
view of (d) above it then follows from Lemma 14 in BW I 
that the relation (81) holds. 

(5) Let X EC(WR), and let XW EC w(WR), We write 
Y = ZJXwJZ-1

, and we then have Y E C w (WL ). Let x E W R, 
and let X(x) =T(x)XT(xrl. ThenX(x)EC(WR), and (81) 
holds with X replaced by X(x). We consider the special 
cases when each one of the operators X and Y is 
either a boson operator (i. e., a bounded operator which 
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commutes with Uo), or else a fermion operator (i. e. , 
a bounded operator which anticommutes' with Uo). The 
relation (81) then implies that 

(X(x)Y + syx(x»n = 0, (82) 

where s = + 1 if both X and Yare fermion operators, and 
s = - 1 if at least one of the operators X and Y is a 
boson operator. 

We note that the operator Q(x) =X(x)Y +sYX(x) is in­
cluded in the setCw(R), whereR=WLUA(I,x)WR; this 
fOllows from Lemma 9 since X(x) EC(A(I,x)WR) cC(R) 
and YECw(WL)cCw(R). Since the interior of RC is 
nonempty, it follows from Lemma 9 that Q (x) = O. Since 
Q(x) is a strongly continuous function of x, we conclude 
that (XY + sYX) = Q(O) = O. This in turn implies that 
[X, JXwJ] = O. From the fact that this relation holds in 
the special cases considered it readily fOllows that it 
holds for all XEC(WR), XwECw(WR). This means that 
C w(WR)CC(WL)·=g(WR), as asserted in (78b). This 
completes the proof of the lemma. 

The relations (78a) should be carefully noted. The 
algebraic objects appearing in these relations are thus 
the same for the closed wedge W R as for the open wedge 
WR , which fact leads to a considerable simplification of 
the subsequent discussion. We employ a notation in the 
following according to which the objects are labeled by 
the open wedges WR and WL • 

The facts stated in part (b) of the lemma correspond, 
in a sense, to a well-known result of Borchers concern­
ing the local nature of quantum fields which are local 
relative to an irreducible set of local fields. 15 

Theorem 3: Let the notation be as in Definition 3 and 
Lemmas 10 and 11. 

(A) If the quantum fields are such that Ao(W R)n is 
dense in the Hilbert spaceH, thenAo(WR) is locally 
associated with WR, and the association is TCP sym­
metric, in the sense of Definition 2. Furthermore, 
A 0 (W R) satisfies the condition of duality, and 

C(WR) cAo(WR) =Cw(WR) =Ao(WL)·cg(WR). (83) 

(B) If the quantum fields are such that there exists a 
von Neumann algebra A (W R) cC w (W R) such that A (W R)n 
is dense, and such that A (WR) is either locally asso­
ciated with W R, or else covariantly and TCP sym­
metrically associated with WR, in the sense of Defini­
tion 2, then: 

(a) The algebra A (WR) is locally, and TCP symmetri­
cally, associated with W Ro Furthermore, A (W R) satis­
fies the condition of duality, and 

(84a) 

where 

A (WL) = U(u(eio 7T), O)A (WR)U(u(eio 7T), O)-j (84b) 

as in Definition 2. The relationAo(WR)=A(WR) holds if 
and only if Ao(WR)n is dense. 

(b) The algebra A (WR) is afactor, with n as a cyclic 
and separating vector. For any X EA (W R), 

xnED+, V(i7T)Xn=JX*n, (85a) 

and 
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(c) There exists an extension of the operators in 
P(WR ) defined by 

(X, D j ) - (e R(X), D jR) = (Xh, D jR), 

where 

DjR=span{Ycf> I YEA(WL ), cf> ED j } 

such that the extension satisfies the conditions 

(86a) 

(86b) 

(Xt , D j )* :J (eR(X)*, D IR)* :J (eR(X) , DjR):J (X, Dj). (86c) 

The mapping (X, D j ) - (e R(X), D IR ) of P(WR) onto the 
set Pe(WR) of the extended operators is a continuous 
*-representation in the sense described in Lemma 10. 

The closures and adjoints of all operators (e R(X), D jR) 
E Pe(WR) are affiliated to the von Neumann algebra 
A(WR ). 

(d) The weak quasicommutant C w.(WL ) of P.(WR) 
relative to the domain DjR' i. e., the set of all bounded 
operators Y such that for all (X, D j ) E P(WR ), 

Y"(e R(X)*, D jR) c (e R(X), D jR)* Y" 

is precisely equal to the quasicommutant A (WL ) of 
P.(WR ). 

(87) 

Proof: (1) LetA (WR) be a von Neumann algebra such 
that A (WR) cC w(WR) and V(t)A (WR)V(tt

j 
=A (WR) for all 

real t. The algebra Ao(WR), in particular, satisfies 
these conditions, in view of Lemma 11. If now A (W R)n 
is dense, then it follows from Theorem 2 in BW I that 
(85a) and (85b) hold. It furthermore follows from 
Lemma 15 in BW I that A (WR ) is a factor. We have thus 
proved the assertions (Bb). 

(2) We consider the relation (81) in Lemma 11, with 
Xw =XjX 2, where Xj and X 2 are elements of a von 
Neumann algebra A (W R) which satisfies the premises in 
step (1) above, and where XEAo(WR). By repeated ap­
plication of (81) it readily follows that [X, JXjJ]JX2n = 0, 
and, if A (wR)n is dense, it follows that [X, JXjJ] = 0 for 
all X EAo(WR), Xj EA (WR). In view of (85b) this im­
plies thatAO(WR)cA(WR), as asserted in (84a). 

(3) We consider again the relation (81), with X =X3X 4, 

where X 3,X4 EAo(WR) and Xw ECw(WR). By repeated ap­
plication of (81) we easily show that 

(88) 

In the particular case thatAo(WR)n is dense the rela­
tion (88) implies that C w(WR) c (JAo(WR)J)' =Ao(WR), 
where the equality between the last two members fol­
lows from step (1) above. In view of (78b) in Lemma 11 
it then follows that the relations (83) hold. We have thus 
shown that the premises in (A) imply the relations (83). 
Since Cw(WR) is covariantly associated with WR, we then 
conclude that A 0 (W R) is locally associated with W R' We 
have thus proved the assertions (A). 

(4) We consider a von Neumann algebra A (W R) which 
satisfies the premises in part (B). If A (W R) is locally 
associated with WR, then A (WL) cA (WR)· = (A (WR)'Y 
= (JA(WR)J)" in view of (85b), and this means that the 
association of A (WR) with WR is TCP symmetric. Con­
versely, if A (WR) is TCP symmetrically associated with 
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WR, then (85b) implies at once thatA(WR)=A(WL)Q, and 
in particular the association is local. It readily follows 
from the results in steps (2) and (3) above thatAo(WR ) 

=A(WR) if and only ifAo(WR)O is dense. We have thus 
proved the assertions (Ba). 

(5) The assertions (Be) are proved in the same man­
ner as the corresponding assertions about the exten­
sion (Y, D1) - (a(Y), Da) in Lemma 10, and we need not 
repeat the arguments. 

(6) We finally consider the assertion (d). It readily 
follows from (87) that a bounded operator Y w is in 
(we(WL) if and only if Y1YwY 2 E( w(WL) for all Yi> Y 2 
EA (WL ). We can restate this as follows. The operator 
Xw is in (J( we (WL)J)" if and only if X 1XwX2 E( w(WR) for 
all X 1,X2 EA(WR ). 

An operator Xw which satisfies the above condition is 
thus included in (w(WR ). By the same reasoning as in 
the proof of (81) in Lemma 11 we show that [X,JXwJ]O 
= 0 for all X EA (WR), Xw E (J( we (WL)J)". By the same 
reasoning as in step (3) in the present proof we con­
clude that [X, JXwJ) =0, which means that (we(WL)" 
cA(WR)'=A(WL)". Since the setA (WL) is trivially in­
cluded in (we(WL ) it follows that the two sets' are equal, 
as asserted. 

This completes the proof of the theorem. We 
postpone the discussion of this result until after the 
next theorem. 

Theorem 4: Let the notation be as in Theorem 3 (i. e. , 
as in Definition 3 and Lemma 10), 

(a) The following six conditions are equivalent: 

(1) q(WR) cq(WL)q, 

(2) C(WR) =(WL)q, 

(3) q(WR)C(W(WR), 

(4) n is a cyclic vector for (WR ). 

(5) n is a separating vector for q(WR ). 

(6) q(WR)ncD., and V(i1T)Xn=JX*o 

for all X Eq(WR ). 

(b) If these conditions are satisfied, then 

AD(WR) =(WR) =( w(WR) =q(WR). 

(89a) 

(89b) 

(89c) 

(89d) 

(90) 

The von Neumann algebra AD (WR ) satisfies the 
premises of part (A) of Theorem 3, and all the conclu­
sions of that theorem apply. In particular AD(WR) is a 
factor with n as a cyclic and separating vector. It is 
locally and TCP symmetrically associated with W R, and 
it satisfies the condition of duality. 

Proof: (1) We first note that since q(WR)n is dense 
by part (e) of Lemma 9, the relations (90) imply that 
Ao(WR ) satisfies the premises of part (A) of Theorem 
3, and it then follows trivially from that theorem that 
the six conditions in part (a) of the present theorem are 
satisfied, 

(2) Since q (WL)Q =(WR), the condition (89a), in view 
of (78b) in Lemma 11, at once implies the condition (90). 
Similarly (89b) implies (90). The condition (89c) im-
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plies, in view of (78b), that (w(WR) =q(WR), and hence 
(w(WR ) is a von Neumann algebra, which, by the 
definition ofAo(WR) must be equal toAo(WR ). Since this 
von Neumann algebra now has 0 as a cyclic vector, it 
readily follows from Theorem 3 that all the conditions 
(90) hold. 

(3) The conditions (4) and (5) in part (a) of the the­
orem are obviously equivalent. If condition (4) holds, 
thenA(WR) =(WR) satisfies the premises of part (B) of 
Theorem 3, and it follows trivially that the conditions 
(90) are satisfied. 

(4) If condition (6) is satisfied, it follows from The­
orem 2 in BW I that JCj (WR)J =q (WR)', which implies 
(89b), and hence (90), This completes the proof. 

As the symbolism in Theorems 3 and 4, and in the 
preceding lemmas, might appear bewildering, we 
shall now discuss the situation in plain English, Part 
(b) of Theorem 4 describes what we regard as highly 
desirable properties of a quantum field theory, and 
these properties are thus implied by either one of the 
six equivalent conditions in part (a). We consider the 
first of these, namely the relation (89a), The von Neu­
mann algebra q(WR ) is "generated" by the quantum 
fields (cp,,[/], D1) with the support of / in the right wedge 
WR, and q(WL) is defined analogously. The condition 
(89a) is Simply the condition that these algebras are 
local, i, e" one is contained in the quasicommutant of 
the other. These algebras are always sufficiently 
"large" in the sense that each one of them has the 
vacuum vector as a cyclic vector, and according to 
(78) in Lemma 11 it is always the case that the quasi­
commutant of either one is contained in the other. We 
do not know, however, whether (89a) holds generally; 
in a particular field theory it could be the case that 
these algebras are "too large" in the sense that they 
fail to be locally associated with the wedges, The the­
orem now shows that the condition that the algebra 
q (W R) not be too large in the above sense is precisely 
the condition that n is a separating vector for q(WR ), 

i. e., the condition that q(WR ) does not contain any non­
zero operators which annihilate the vacuum vector. 

The algebra (WE) is defined as a "strong" quasi­
commutant of the field operators (cp,,(f],D1), with 
supp{f) c WL , i. e. , (WR ) is precisely equal to the set 
of all bounded operators which commute with the clo­
sures of the operators (cp,.[/], D1)", supp{f) c WL , in 
the strong sense of von Neumann. The algebra (WR ) is 
then trivially equal to the quasicommutant of q(WL ). 

According to Lemma 11 the algebra (WE) is always 
locally associated with WR' and the association is 
furthermore TCP symmetric, These circumstances 
correspond to a well-known result of Borchers which we 
referred to earlier. 15 The algebra (WR ) is a reason­
able choice for "the algebra of all bounded operators 
locally associated with WR" unless it so happens that 
this algebra is "too small" in the sense that it fails to 
satisfy the duality condition. By the theorem the algebra 
is too small in the above sense if and only if it does not 
have the vacuum vector as a cyclic vector, i. e., if and 
only if (WR)n is a proper subspace of the Hilbert 
space H. 
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We have already discussed (following Lemma 10) the 
possible physical interpretation of the set C w(WR ), de­
fined (in Definition 3) as the "weak quasicommutant" of 
all the operators in P(WL ). Now it is interesting to note 
that, by Lemma 11, the wedge region WR has the spe­
cial property that Cw(WR ) is included in g(WR ). This 
result, which we derived on the basis of Theorem 1, is 
not a triviality in our opinion. We also know that an 
analogous inclusion relation does not hold for arbitrary 
open regions R. It is, furthermore, interesting to note 
that, by Theorem 4, the seemingly weak condition 
g (WR ) eC w(WR ), i. e., the condition that the operators 
in g(WR ) commute at least in the weak sense of (64) with 
the operators (cp,,(f], DjY' for which supp(j) e WL , in 
fact, implies that C(WR) =Cw(WR) =g(WR), i. e., that 
Cw(WR ) is a von Neumann algebra, identical with g(WR), 
and that g (W R) is locally associated with W R and satis­
fies the condition of duality. This result is also 
ultimately based on Theorem 1, and it does not seem to 
follow from some more trivial considerations. 

We do not know at this time whether Cw(WR ) is always 
a von Neumann algebra, i. e., closed under multiplica­
tion, without further conditions on the quantum fields. 
The set C w(WR ) is trivially equal to the von Neumann 
algebra C (W R) if (xt, Dj)* = (X, Dj)** for all (X, Dj) 
E L (WLl. One might thus say that the relation C w(WR ) 

*C(WR ) (if there are quantum field theories for which 
this is the case) in some sense reflects the inadequacy 
of the domain D j for the definition of the field opera­
tors. Let us here note that with our present understand­
ing of the situation the equality C w(WR) =C(WR) does not 
by itself seem to imply the duality condition. In particu­
lar we have not shown that it might not happen that 
C w (W R) consists of multiples of the identity only. 

The sixth condition in part (a) of Theorem 4 is of a 
"technical" nature, without any immediate physical 
interpretation. We stated this condition because its form 
suggests a possible direct connection with Theorem 1. 
We note, for instance, that, in the very special case 
that the vacuum vector is an analytic vector for the 
field operators (cp,,(f], D j ) (as is the case for a free 
field), then the sixth condition follows trivially from 
the facts in Theorem 1. We are not, however, here 
conjecturing that the sixth condition follows in general 
from Theorem 1 alone. 

Even if the premises of Theorem 4 are not satisfied, 
it is conceivable, according to Theorem 3, that the 
quantum fields nevertheless have extensions which are 
affiliated to von Neumann algebras which satisfy a 
duality condition, at least for the wedge regions in W. 
It is easily seen that if (X, D j ) - (e R(X), D jR) is an ex­
tension of a set of field operators which satisfies the 
condition (86c), then the weak quasicommutant (relative 
to DjR) of the set of extended operators is necessarily 
contained in the weak quasicommutant of the original 
set. The premises in part (B) of Theorem 3 thus seem 
to us to express minimal conditions which a "local" 
algebra "generated" by the fields must satisfy. 

In Sec. VI of BW I we considered four particular con­
ditions on the quantum field, called Conditions I-N, 
which were shown to imply the duality condition for the 
wedge regions. We shall not state the generalizations 
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of these conditions here, but we assert that our earlier 
Conditions I, II, and IV trivially imply the premises of 
Theorem 4, and that our Condition m implies the 
premises of part (B) of Theorem 3. 

VI. THE DUALITY CONDITION FOR VON NEUMANN 
ALGEBRAS ASSOCIATED WITH DOUBLE CONES AND 
THEIR CAUSAL COMPLEMENTS 

In this section we shall generalize the discussion in 
Sec. VII of BW I. We shall thus consider the construc­
tion of von Neumann algebras locally associated with a 
particular family of regions, namely double cones and 
their causal complements, in terms of a von Neumann 
algebra A (W R) locally associated with W R' The scheme 
is the same as in BW I. 

Definition 4: Let the von Neumann algebra A (WR ) be 
locally associated with W R, in the sense of Definition 2. 

(a) For any WE ({/, i. e. , for any wedge region W 
bounded by two nonparallel characteristic planes, we 
define a von Neumann algebra A (W) by 

A(A(A.)WR)=U(A.)A(WR)U(A.t!, anYA.Et. (91) 

(b) For any two points Xj and x2 in Minkowski space 
such that x2 E V.(Xj) [where V.(Xj) is the forward light 
cone with Xl as apex], we define the double cone 
C=C(Xj,X2) by 

C(Xj,X2) = v+(xj)n V.(X2), (92) 

where V.(X2) is the backward light cone with X2 as apex. 
The double cones so defined are thus open and nonempty. 
We denote by Dc the set of all double cones. 

For any double cone C we define a von Neumann 
algebra B (C) by 

B(C)=n{A(W)lwE({/, W::JC}. (93) 

(c) For any C EDc we define the von Neumann algebra 
A (C C

) by 

A(CC)={A(W)jWE{Jj, weCc}". (94) 

(d) A set of von Neumann algebras, defined as above, 
shall be called a local AB-system. 

It is easily seen that the definition in part (a) above is 
consistent, i. e., that the algebras defined by the 
right- hand side of (91) for two different A', A", are 
equal whenever A(A')WR =A(A")WR • We r~mark here 
that, as in BW I, we p~efer to regard B (C) as associat­
ed with the closed set C, and hence the above notation. 

We shall next state a theorem corresponding to The­
orem 5 and part of Theorem 6 in BW I. 

Theorem 5: Given a local AB-system, defined as in 
Definition 4 in terms of a von Neumann algebra A (W R) 
locally associated with WR , then: 

(a) The algebras in the AB-system satisfy the condi­
tions of covariance and isotony, i. e., if OCR) denotes 
A (R) or B (R), with the appropriate restriCtion on R, 
then the conditions (65a) and (65c) hold. Furthermore, 

B (Cj ) cA (W) eA (C~) (95) 

for all WE({/, Ct. C2 ED c' such that C j e Wcq. 

(b) The algebras B(C) are local, in the sense that 
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for any Cb C2 E[)c, such that C1 C C~. Furthermore, 

for any C E[)c. 

(c) The mapping W-A (W) is contimwus from the 
outside in the sense that 

(96a) 

(96b) 

(97a) 

and it is continuous from the inside in the sense that 

(97b) 

The mapping C - B (C) is continuous from the outside 
in the sense that 

(97c) 

The mapping CC -A (CC) is continuous from the inside 
in the sense that 

(97d) 

(d) If the algebra A (WR ) satisfies, in addition, the 
condition of TCP symmetry, as stated in Definition 2, 
then the AB-system is TCP symmetric in the sense 
that 

8 0A (W)801 =A (- W), 8 0B (C)80
1 =B (- C), 

8 0A (CC)8 01 =A (- CC) 

for all WE U/, C E[)c, and where - R ={x 1- x E R} for 
any subset R of Minkowski space. 

(98) 

(e) If the algebra A (WR ) satisfies, in addition, the 
condition of duality, as stated in Definition 2, then the 
algebras B (C) satisfy a condition of duality in the sense 
that 

(99) 

for any C E[)c. 

The assertions (a)- (d) in the theorem correspond to 
Theorem 5 in BW I, and the assertion (e) to the asser­
tion (a) in Theorem 6 in BW I. The above assertions are 
proved by a very trivial modification of the reasoning 
whereby we proved the corresponding assertions in 
BW I, and we do not feel that it is necessary to repeat 
the arguments here. The modifications, of course, have 
to do with the circumstance that the locality conditions 
in the present theorem refer to the notion of a quasi­
commutant, rather than to the notion of a commutant as 
in BW I. 

The above theorem is of interest because it shows 
how a "wedge algebra" A (W R) with physically desirable 
properties gives rise to a system of algebras (associat­
ed with other regions) with physically desirable prop­
erties, such as covariance, isotony, TCP symmetry, 
and duality. In our study of a general quantum field the­
ory the crux of the matter is thus to establish the ex­
istence of an algebra A (WR ) which is locally associated 
with W R and which satisfies the conditions of TCP 
symmetry and duality. 

Now it sh~uld be noted that nothing said so far guaran­
tees that B(C), for some particular C E[)e, contains 
other elements than multiples of the identity. In a 
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physically satisfactory "local" theory it must clearly be 
the case that at least some of the algebras B (C) are non­
trivial. In a quantum field theory one might in fact 
demand that all the algebras B (C) are nontrivial, 
and furthermore one might demand that the 
algebras B (C) associated with ~l C C cg, for some Co, 
should generate the algebra A (Gg). We shall show that 
this is in fact the case if the quantum fields satisfy the 
conditions in part (a) of Theorem 4. We do not have a 
corresponding result for fields which merely satisfy the 
premises of Theorem 3. The situation in the latter case 
is complicated by the fact that the extensions of the field 
operators described in Theorem 3 depend on the region 
with which the operators are aSSOCiated, and to clarify 
the situation it would be necessary to investigate the 
relationship between the domains of the extensions for 
different regions. This we have not done, and we shall 
therefore restrict our considerations to the case 
when the premises of Theorem 4 are satisfied. We note, 
however, that we do obtain a satisfactory local theory 
if the fields satisfy the premises of Theorem 3, and 
some additional condition which guarantees that B (C)n 
is dense. We refer here to the assertions (b) and (d) in 
Theorem 6 in BW I, which can readily be generalized to 
the present situation. It is of interest to state the gen­
eralization of the first one of these assertions as 
follows. 

Theorem 6: Let the von Neumann algebra A (WR ) 

satisfy the premises of Theorem 5, and let a local AB­
system be defined in terms of A (WR ) as in Definition 4. 
Let A (W R) satisfy the condition of duality, as well as 
the additional condition that 

xn ED., V(i1T)Xn =Jx*n 

for all X EA (WR ). 

(100) 

If there exists a double cone Co such that B (Co)n is 
dense in the Hilbert space H, then 

A(CI) ={B(C) I C E[)c, C C CrY (lOla) 

for every C1 E[)c, and 

A(W)={B(ACo)IAELo, ACoCW}", (lOlb) 

A(Cf)={B(ACo)IAELo, ACocCr}" (lOlc) 

for every C1 E[)c, WE UI. If, furthermore, Co C WR , 

then 
A (W R) = {V(t)B (Co) v(t)-1

1 t E R1}" • (1 Old) 

These assertions are proved by the same reasoning 
as in our proof of the corresponding assertions in The­
orem 6 in BW I, and we shall not repeat the arguments. 
We note here that the premises of the theorem at once 
imply that n is a cyclic and separating vector for 
A(WR ), as well as for B(Co)' We fUrthermore note that 
the condition (100) is not required for the conclusion in 
part (e) of Theorem 5. It is, however, essential for the 
present theorem, and in particular for the conclusion 
(lOld). We refer here to our discussion in Sec. V of 
BW I of the connection between our considerations and 
the Tomita-Takesaki theory of modular Hilbert alge­
bras. 16 The relation (lOld) can thus be understood with 
reference to the fact that because of (100) the group 
{V(t) 1 tE R1} is preCisely the modular automorphism 
group for A (WR ). 
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In preparation for Theorem 7 we prove a lemma 
about the nature of the weak quasicomm,utant C w(R) in 
the special case that R is the closure of a double cone 
inDc· 

Lemma 12: Let C EDc. Then 

Cw(C) =n {C wCW) I WEW, W::JC}. (102) 

Proof: (1) Let C f denote the set defined by the right 
side of (102). It is at once obvious that Cw(C) cCu and 
we thus have to prove that if XEC" then XECw(C). 

(2) ~et J.1. E IT, and let f(x) E D(R4) such that supp (f) 
= Ro c CC

• The support Ro of the Jest function f is thus a 
compact subset of the open set CC. For any x we denote 
by b(x; p) the open ball of radius p> a centered at x 
[where Minkowski space is regarded as a Euclidean 
space with Cartesian coordinates x = (xt,x~,X3,X4)]. Now, 
for each x E Ro we can select a p(x) > 0 such tEat 
b(x;2p(x»cWfor some WEW such that Wccc. The set 
{b(x;p(x»lxERo} of open balls covers Ro, and, since 
Ro is compact, this open covering contains a finite sub­
covering. There thus exists a finite set {x k I x k E Ro, 
k=I, ... ,n}ofpoints, and a set {WkiWkEW, k=l, ... ,n} 
of wedges, such that 

(103a) 

b(xk; 2p(xk» c Wk c CC, k = 1, ... ,n. (103b) 

In view of (103a) there then exists a set {gk(X) igk 
ED (R 4

), k = 1, ... , n} of functions such that SUPP(gk) 
c b(xk; 2p(xk» for k = 1,. " ,n, and 

n 

~ gk(X) = 1, all x E Ro. 
k=t 

(103c) 

Let (Y, Dj) = (cpJf1, Dj ) and (Yk , D1) = (cp " [jgk1, Dd for 
k = I, ... ,n. We then have 

n 

(Y, D t ) = 0 (Yk , D t ), (103d) 
k=j 

where (Yk,Dt)EL(Wk ). If nowXEC, thenXECw(w~) 
and hence X commutes in the weak sense (64) with 
(Yk , D j ), for k = 1,. , . ,n. If follows, in view of (I03d), 
that 

(103e) 

for all cp, ~E Dt • 

(3) For any X EC the relation (103e) thus holds for 
all (Y, Dt ) = (cpJf]' Dt ) E L (CC) such that supp(f) is com­
pact. The set D (R4) is dense in 5 (R4) in the topology of 
the space of tempered test functions, and, since the 
quantum fields are operator-valued tempered distribu­
tions, it readily follows that (103e) holds for all (Y, Dtl 
=(cp,,(f), Dj)EL(CC) such th~tfE5(R4), supp(f)cCC

, 

1. e., for all elements of L (CC). It then follows, in view 
of Lemma 9, part (c), that X EC w(C), This, in effect, 
completes the proof of the lemma. 

We are now prepared to present the main result of 
this section. 

Theorem 7: Let the quantum fields be such that the 
conditions in part (a) of Theorem 4 are satisfied, 1. e. , 
the von Neumann algebra A (WR) =Ao(WR) satisfies the 
relations 
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(104) 

and hence the algebra is locally and TCP-symmetrical­
ly associated with W R. Furthermore, A (W R) satisfies 
the condition of duality, and the conditions (100). Let a 
local AB-system be constructed from A (WR ), as in 
Definition 4. Then: 

(a) The algebra A (W R) satisfies all the general and 
special premises of Theorems 5 and 6, and all the con­
clusions of these theorems apply. In particular B(Co)n 
is dense f~r any Co EDc. Furthermore, for any Co EDc 
such that Co c W R, 

A (W R) = {V(t) C; (Co) v(trtl t E R t }", 

A(Cf) ={C;(ACo) IA cLo, ACo c cr}". 
(b) For any CEDe, 

C(C) cCw(C) =B(C), C;(C) CB(C), 

C w(COPC(CCPA (CC), C;(CCPA (CC). 

(c) With the notation of Lemma 10, A o(C) =C w(C) 

(105a) 

(105b) 

(106a) 

(106b) 

= 8 (C) for all CEO c' For any such C the operators in 
p(CC) have extensions constructed as in part (c) of 
Lemma 10, and these extensions have the properties 
described in the lemma. In particular the closures and 
adjoints of the extended operators are affiliated to the 
von Neumann algebra A (CC). 

(d) With the notation of Lemma 10, C w(CC) :::JAo(CC) 
-=:>C(CC) for all CEDe. For any such C the Dperators in 
P(C) have extensions cDnstructed as in part (c) of 
Lemma 10, and these extensions have the properties 
described in the lemma. In particular the closures and 
adjoints of the extended operators are a~iliated to the 
von Neumann algebra Ao(Cc)" CC;(C) cB(C). 

Proof: (1) The algebra A (WR ) trivially satisfies the 
general premises of Theorem 5. From the construction 
of the AB-system, and from (104), it fDllows, in view Df 
Lemma 12, thatCw(C)=B(C). 

Since the mapping R -C; (R) satisfies the condition of 
is otony , the inclusion relation at right in (106a) follows 
from (104). The remaining relations (I06a) and (106b) 
are then trivial. 

(2) Since, by Lemma~, c;(C)n is dense for any 
C EDc it follows that B(C)n is dense, as asse-2'ted in 
part (a) of the theorem. Let now Co ED c and Co c W R' 

Let A R denote the von Neumann algebra defined by the 
right member in (105a). The vector Q is then a cyclic 
vector fDr A R, and in view of the construction we have 
V(t)ARV(t)-l=ARfor all real t. Furthermore, it is 
trivially the case that A (W R) ::JAR' It then follows from 
Theorem 2 in BW I that A (W R) = A R, as asserted in 
(105a). The relation (105b) follows trivially from the 
relation (105a). 

(3) The assertions (c) and (d) of the theorem are tri­
vial in view of Lemma 10. 

As we see from this theorem, a very satisfactory 
"local" theory results if the quantum fields satisfy the 
premises of Theorem 4, 1. e., anyone of the six con­
ditions in part (a) of that theorem. There thus exists a 
local AB-system which satisfies the condition of TCP 
symmetry and the condition of duality B (C)q =A (Ce ). 
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Furthermore, for any CEDe, the von Neumann algebra 
B(C) has 0 as a cyclic and separating vector. The rela­
tions (101a)- (101d) hold, which means that the set of 
local operators associated with the bounded regions C 
is sufficiently large in the sense that these operators 
generate all the algebras of the AB-system, as de­
scribed by the relations (101a)-(101d). Now it is in­
teresting to note that the algebra B (C) is in fact equal 
to the weak quasicommutant C w(C) of the set of all field 
operators of the form (rp,,[J], D 1), where fE 5 (R4), 

supp(f) c Ce• We thus have a conceptually simple pre­
scription for "finding" the algebras B (C) provided that 
it has first been established that the quantum fields do 
satisfy the premises of Theorem 4. 

We note here that this is the case under what we 
called Condition I in BW I, because this condition says 
that C(WR)O is dense. It follows that all the conclusions 
in Theorem 7 hold under our earlier Condition I. We 
overlooked this fact in our previous paper. 

We infer from the wor~ of Landau17 that q (C) is in 
general smaller than B(C). The study of Landau is 
concerned with generalized free fields, in which case 
we have the further simplification that C w (R) =C (R) for 
any ~ubset R of /f1. We then have A (C2 =q (C~) and B (C) 
=C(C), but it can well happen that q (C) *- B (C). 

We conclude by stating a theorem about local internal 
symmetries. 

Theorem 8: LetA (WR ) be a von Neumann algebra 
locally and TCP-symmetrically associated with WR • It 
is assumed that A (W R) satisfies the condition of duality, 
and that furthermore 

XOcD., V(i1T)XO=JX*O (107) 

for all XEA(WR ). Let a local AB-system be constructed 
in terms of A (W R) as in Definition 4. 

Let G be a unitary operator such that 

GO=O, GA (W)G-1 =A(w), all WEUi. (108a) 

Then: 

(a) The operator G commutes with the TCP transfor­
mation, and with all Poincare transformations, i. e. , 

eoc;e~l=G, U(A)GU(At1=G, all AE? (108b) 

(b) For all double cones C, 

GB (C)G-1 =B (C), GA (ce)G- 1 =A (Ce). (108c) 

(c) The set of all unitary operators G which satisfy the 
conditions (108a) forms a group, the group of all local 
internal symmetries. 

This theorem is proved by the same reasoning as in 
our proof of the corresponding Theorem 7 in BW I, and 
it is not necessary to repeat the arguments here. We 
note here that the conclusions of the theorem do not 
follow (as far as we know) merely from the assumptions 
that A (WR ) satisfies the condition of duality and is 
locally and TCP-symmetrically associated with WR • 

Our proof in BW I depends on the specific conditions 
(107), which presumably characterize local von Neu-
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mann algebras in a quantum field theory. Without the 
conditions (107) it can be shown18 that G commutes with 
all translations, but it appears that further assump­
tions are necessary for the conclusion that G also com­
mutes with homogeneous Lorentz transformations. 19 

We finally note that the "group of all local internal 
symmetries," as defined above, will in general in­
clude supers election symmetries with no observable 
physical effects. 
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